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Operation Guide
Permission Control
Last updated：2024-01-03 11:39:59

This document describes the permission control in CODING Continuous Deployment (CODING-CD).

Prerequisites

You must activate the CODING DevOps service for your Tencent Cloud account before you can use CODING Project 
Management (CODING-PM). 

Open Admin Settings

1. Log in to the CODING Console and click the team domain name to go to CODING.
2. Hover over your profile photo in the upper-right corner to open the Team Management page through the dropdown 
list. Then, click "Permission Configuration" to open the Admin page.

Permission Control

By default, the roles and permissions in CODING-CD are as follows:
Team owner: Has permission to manage deployment.

Team admin: Has permission to manage deployment.
Ordinary team member: Has no permission to manage deployment.
We recommend that you create an independent Ops role in your team, grant it permission to manage deployment, 
and specify a team member to take on the role to implement the principle of least privilege. Set an Ops role as shown 
below. You can click Add User Group to set more roles.
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We recommend that you divide all the operations during continuous deployment into two categories and assign them 
to two roles respectively:
Ops: Configures the continuous deployment process (including the application, release process, and approval 
process)

Developer: Releases an application by submitting a release order (Specifically, submits a release order, waits for 
approval, and views the release process)
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CODING-CD Console
Last updated：2024-01-03 11:40:41

This document describes the console for CODING Continuous Deployment (CODING-CD).

Prerequisites

You must activate the CODING DevOps service for your Tencent Cloud account before you can use CODING Project 
Management (CODING-PM). 

Open Project

1. Log in to the CODING Console and click Use Now to go to CODING.
2. On the Workspace homepage, click 

 on the left to go to the CODING-CD Console.

Function Overview

The CODING-CD Console is built on Spinnaker. It is an integrated control center for managing applications and cloud 

accounts. In the console, users in an Ops role can manage the list of applications to be deployed, configure 
deployment pipelines, view and manage application clusters, and perform peer-to-peer operations on clusters (such 
as scaling, termination, and rollback).
You can open the CODING-CD Console directly from the homepage of your team.
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Deployment Pipeline

A deployment pipeline consists of a series of stages that can streamline continuous deployment. It can be triggered 

manually or automatically by a CODING Docker repository, webhook, scheduled trigger, etc. In addition, artifacts, 
parameters, notifications, and serial and parallel logic can be referenced. A stage is an automatic build module in the 
continuous deployment process. You can define the execution sequence of each stage in the pipeline to achieve 
flexible automated deployment. CODING-CD provides many stage templates to choose from, such as manual 
confirmation, prerequisite check, and deploy.


Deployment Strategy

CODING-CD supports refined deployment strategies, such as red/black (blue/green) deployment, rolling red/black 
deployment, and grayscale deployment. You can use different deployment strategies for each environment; for 

example, you can use the red/black strategy in the test environment and the rolling red/black strategy in the production 
environment. The necessary steps have been encapsulated in the deployment strategy, so that enterprise-grade 
releases can be implemented without a need for complicated operations.
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Infrastructure Management

CODING-CD is based on Spinnaker's Clouddriver component, which is compatible with different cloud platforms to 
implement efficient cloud resource management. The infrastructure consists of the following parts:
Service group: It is the basic unit of resource management and is used to identify deployable artifacts (such as VM 
images and Docker images) and configuration items such as the number of instances, auto scaling strategies, and 

metadata. It may also be associated with load balancers and security groups. After the deployment is complete, it is 
equivalent to a set of running software instances (e.g., Tencent Cloud auto scaling groups and Kubernetes pods).
Load balancer: It is used to redirect external network traffic to the running instances in the service group and supports 
specifying a series of rules to perform health checks on such instances.
Security group: It defines the network access permissions. A security group rule consists of the IP, port, and 

communications protocol.

Cluster: It is a logical group of service groups you define.
Application: It is the basic deployment unit in CODING-CD. Each includes several application clusters as well as load 
balancers and security groups. It usually represents the services you want to deploy, their configurations, and the 
basic settings required for their execution. The recommended approach is for one application to correspond to one 

service in the microservice architecture.
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Trigger

While retaining certain native trigger types of Spinnaker, the CODING-CD Console extends trigger types to match 
CODING upstream artifact repositories.
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Artifact Type Transformation

While retaining certain native artifact types of Spinnaker, the CODING-CD Console adds support for CODING code 

repositories in the artifact types of Git Repository Files, and CODING Docker image artifacts in the artifact types of 
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Docker Images. Such artifact types as War packages and Helm packages are supported.

Glossary

Instance: A container or VM instance that is in operation.
Stack: A user-set custom logic group within a cluster, such as  prod ,  staging , and  test .

Detail: A user-set custom level-3 field that is used to identify a cluster. For example, the service groups with the same 
 \\${Application}-\\${Stack}-${Detail}  fields belong to the same cluster.
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Cloud Account
Last updated：2024-01-03 11:41:21

This document describes the cloud accounts in CODING Continuous Deployment (CODING-CD).

Prerequisites

You must activate the CODING DevOps service for your Tencent Cloud account before you can use CODING Project 
Management (CODING-PM). 

Open Project

1. Log in to the CODING Console and click the team domain name to go to CODING.
2. Go to the CODING Workspace homepage, click Feature Settings > Continuous Deployment on the left to open 
the Cloud Account Management page.

Function Overview

A cloud account is a credential for accessing cloud resources. Only after a cloud account is configured can CODING-
CD implement the management of infrastructure and the deployment of cloud resources. Currently, the following cloud 

account types are supported:
Tencent Cloud TKE: It is displayed only when you register and log in via the Tencent Cloud Developer Platform.
Kubernetes: Two commonly used credentials are supported, i.e. Kubeconfig and the Service Account.
Tencent Cloud Account: Tencent Cloud API key.
In the CODING Workspace homepage, click Feature Settings > Continuous Deployment > Cloud Account to 
manage your cloud account.

Tencent Cloud TKE

1. Select "Tencent Cloud TKE" for the cloud account type, and then bind the cloud account to the corresponding 
cluster according to the directions. If there is no cluster under the cloud account, go to Tencent Cloud TKE to create a 
cluster.


https://kubernetes.io/zh/docs/concepts/configuration/organize-cluster-access-kubeconfig/
https://intl.cloud.tencent.com/zh/products/tke
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2. Select the cluster to be deployed. Once you click OK, the cluster under the cloud account will be automatically 
verified and bound to the account.

Kubernetes

A Kubernetes cloud account supports two commonly used credentials, i.e. Kubeconfig and the Service Account. 
Taking Kubeconfig as an example:
Log in to the Cloud Computing Web Console, copy Kubeconfig, and then add the CODING IP range to the extranet 
access control list (allowlist) of the cluster.
CODING Continuous Deployment：
 212.64.105.0/24, 212.129.144.0/24
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Paste Kubeconfig into the CODING console, and then select the "Cluster Context" to add the cloud account.
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Tencent Cloud Account

1. Select "Tencent Cloud" for the cloud account type, enter a cloud account name, and then select a region. Multiple 
selection is supported. You will be able to manage the Tencent Cloud resources of the selected regions in CODING-
CD.


2. Log in to the Access Management Console to copy the key information.


3. Paste the SecretID and SecretKey you copied into the corresponding text fields, and then click OK to add the cloud 
account.

https://console.intl.cloud.tencent.com/cam/capi
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This document describes the applications and projects in CODING Continuous Deployment (CODING-CD).

Prerequisites

You must activate the CODING DevOps service for your Tencent Cloud account before you can use CODING Project
Management (CODING-PM).

Open Project

1. Log in to the CODING Console and click Use Now to go to CODING.
2. On the Workspace homepage, click  on the left to go to the CODING-CD Console.

Function Overview

All the applications and projects in CODING-CD are level-1 resources belonging to an enterprise or team. There is a
one-to-many relationship between them; that is, one project can contain multiple applications, and one application can
belong to multiple projects.


Applications and Projects
Last updated：2022-03-30 10:23:07
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With this design, Ops personnel can focus on the management of the continuous deployment of the applications

(deployment pipelines, infrastructure, etc.), while non-Ops personnel (generally developers) only need to handle the
project dimension (submitting release orders, viewing release details, etc.), so that the former can focus on
infrastructure Ops in the cloud, and the latter can carry out most of the business Ops within projects and create a
complete closed loop from the requirement to the release.

Application

An application is the basic deployment unit in CODING-CD. Each includes several application clusters as well as

security groups and load balancers. It abstracts the set of deployed software and usually represents the services you
want to deploy, their configurations, and the basic settings required for their execution. The recommended approach is
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for one application to correspond to one service in the microservice architecture.


One-to-one correspondence examples

In the microservice architecture, a microservice corresponds to a CODING-CD application. You can set the

corresponding relationships based on your preferences. The following example shows the relationships among a
team, projects, applications, clusters, and cloud accounts:

Team: XXX Technology Co., Ltd.

Cloud account
Self-built Kubernetes Service Account
Tencent Cloud Beijing TKE Cluster Service Account
Tencent Cloud Hong Kong API Key

Project 1: An E-Commerce Site for In-Vehicle
Products

Application 1: Backend of the In-Vehicle Product E-
Commerce Site
Application 2: Frontend of the In-Vehicle Product E-
Commerce Site
Application 3: Logistics Management Service

Project 2: An E-Commerce Site for Clothes
Application 1: Backend of the Clothes E-Commerce Site
Application 2: Frontend of the Clothes E-Commerce Site
Application 3: Logistics Management Service

CODING-CD Console Application 1: Backend of the In-Vehicle Product E-
Commerce Site

Test cluster
Production cluster
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Application 2: Frontend of the In-Vehicle Product E-
Commerce Site

Test cluster
Production cluster

Application 3: Logistics Management Service
Test cluster for the in-vehicle product e-commerce site
Production cluster for the in-vehicle product e-
commerce site
Test cluster for the clothes e-commerce site
Production cluster for the clothes e-commerce site

Application 4: Backend of the Clothes E-Commerce Site
Test cluster
Production cluster

Application 5: Frontend of the Clothes E-Commerce Site
Test cluster
Production cluster

Cloud Account Binding

A cloud account is the token for accessing cloud resources. To create an application in the CODING-CD Console,
click Application > Create App in the navigation bar. Before you create an application, make sure that you have
completed Cloud Account Binding.


https://intl.cloud.tencent.com/document/product/1137/45451
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Application Creation

Click "Deployment Console" on the left side of the homepage, and then click Create App in the upper-right corner.


Associate with Project

After creating an application in the CODING-CD Console, you can directly associate it with a project on the homepage

of the console.
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Create Release Order

When Ops personnel completes the Deployment Pipeline Configuration of an application, developers can create a

complete closed DevOps loop from project collaboration to application release within a project. For example, when a
new version needs to be released, developers go to Continuous Deployment > Kubernetes to create a release
order, which automatically triggers the execution of the deployment pipeline. Developers can view the release status

https://intl.cloud.tencent.com/document/product/1137/45455
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and historical details at any time.


Manage Applications

After you create an application in the CODING-CD Console, you can change the application fields and notifications in
the Configuration of the application, or delete it.


Application notifications
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Notifications can be sent through CODING, WeCom, DingTalk, and Feishu.

Show or hide function entry

You can disable the function entries that you do not need in the Features section. This will merely hide the function
entries in the console, and will not delete their data.The function entries of deployment pipelines, clusters, load

balancers, and security groups can be hidden:


Add custom field link to instance

You can click Cluster > Service Group > Instance Details to view the custom link of the running instance. The link
offers brief information on the instance, such as the log and health status.
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The IP address that corresponds to the custom link can be a public or private IP address. The default port is 80. But
you can set another port number that starts with  :  in the "Path" text field, such as  :7002/health .

1. Click Add Section in the Link section.
2. Enter a custom link title in Section Heading.

3. Enter the custom link name and URL in the Links field.

Note：
You can enter an expression in the URL field to reference more instance fields. For example, a Tencent Cloud
instance can use  {region}  to reference the region where the instance resides.

5. Click Add Link to add more links to the same field.

6. Click Add Section to add a new custom field link.
7. Click Cancel to cancel the add operation. ** Canceling** an operation will not delete the saved custom field links.
8. Click Save.

Traffic protection
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Note：
Traffic protection is designed to ensure that at least one instance is operating normally at any time.

Once the function is enabled, when a user or script tries to delete, disable or scale a service group, the CODING

Console will verify if at least one instance in the cluster is running normally. If not, the request will be rejected.

1. In the Traffic Protection section, click Add Traffic Protection.
2. Enter the following fields:

Field Required? Description

Cloud
account

Yes The cloud account for enabling traffic protection

Region Yes Choose the region(s). `*` indicates all the regions.

Group No The cluster group for enabling traffic protection. If this field is left empty, the cluster
does not belong to any group.

Details No A level-3 field that differentiates clusters. The service groups with the same
`${Application}-${Stack}-${Detail}` belong to the same cluster.

3. Click Save.

Application deletion

If there is a service group in an application, you need to delete the service group first.


In the CODING-CD Console, click the gear icon in the lower-right corner of the application. After you open the
application configuration page, click Delete.


https://console.intl.cloud.tencent.com/coding
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Deployment Pipeline
Deployment Pipeline Overview
Last updated：2024-01-03 11:45:11

This document describes the deployment pipeline in CODING Continuous Deployment (CODING-CD).

Prerequisites

You must activate the CODING DevOps service for your Tencent Cloud account before you can use CODING Project 
Management (CODING-PM). 

Open Project

1. Log in to the CODING Console and click Use Now to go to CODING page.
2. On the Workspace homepage, click 

 on the left to go to the CODING-CD Console.

Function Overview

The deployment pipeline is the core module of Continuous Deployment. It enables arbitrary combination of stages in 

any sequence, while maintaining excellent flexibility, consistency, and repeatability.
Flexibility: Supports serial or parallel control
Consistency: Supports multiple deployment strategies and rollback, ensuring the release results as expected
Repeatability: Deployment pipelines can be executed repeatedly, and the stages can be copied to other pipelines.
You can configure a fully automated pipeline or add manual judgment conditions at certain stages. In addition, the 
pipeline can be triggered automatically by various events, such as webhooks and other pipelines.

Create Deployment Pipeline
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Go to CODING-CD Console, and then click the deployment pipeline icon in the lower-right corner of the application 
card.

1. Click the Create Pipeline button in the upper-right corner.


2. You can copy any pipelines created in other applications, or create a new one. CODING also offers sample pipeline 

templates for Kubernetes and Tencent Cloud Auto Scaling.
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Basic Configurations

Basic configurations of an application can be regarded as the starting point for a full build. This allows you to set 
trigger conditions, or configure the notifications for a pipeline.
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Auto Trigger

The auto trigger supports CODING Docker Repository Trigger, TCR Personal Repository Trigger, and Git Repository 

Trigger.

Add deployment pipeline parameters
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Go to the Deployment Pipeline Configuration page, and then click Add Startup Parameters.

Add stage

On the Deployment Pipeline Configuration page, click + to add a new stage, and select the stage type from the list on 
the right.


Execute Deployment Pipeline



CODING Continuous Deployment

©2013-2022 Tencent Cloud. All rights reserved. Page 31
of 79

After the pipeline configuration is complete, you can use the preset trigger to execute the pipeline automatically, or 
manually trigger the pipeline by submitting a release order in Continuous Deployment.

Deployment Pipeline Configuration

You can delete, disable, or lock a deployment pipeline, view its earlier versions, and edit JSON configuration.

Delete pipeline

If you click "Delete", the pipeline will be deleted.

Disable deployment pipeline

If you click "Disable", the pipeline can neither be launched via any trigger nor triggered manually. You can disable a 
pipeline for the team or a certain project.
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Lock deployment pipeline

If you click "Lock", the pipeline cannot be edited through the CODING-CD Console. You can specify whether the 
pipeline can be updated through API.

View revision history

When a new pipeline configuration is saved, the previous version will be added to revision history. On the Revision 
History page, you can make a comparison between different versions, and restore to any earlier version.
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Edit JSON configuration

Any changes made in the CODING-CD Console are saved in JSON files. You can add new fields to a pipeline, or edit 
the JSON content to customize configuration items not displayed in UI.
Note: 
 This allows you to edit a deployment pipeline in the text box, but it may affect the availability of the pipeline. We 

support restoring to any specific version in the revision history.
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Stage Types
Last updated：2024-01-03 11:50:30

This document describes the stage types of deployment pipelines in CODING Continuous Deployment (CODING-CD).

Prerequisites

You must activate the CODING DevOps service for your Tencent Cloud account before you can use CODING Project 
Management (CODING-PM). 

Open Project

1. Log in to the CODING Console and click Use Now to go to CODING.
2. On the Workspace homepage, click 

 on the left to go to the CODING-CD Console.

General Types

When you edit a deployment pipeline, you can select a stage type for each step.
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Prerequisite check

Check such prerequisites as the cluster size or status of a specific stage before executing the next step.

Custom variables

Add custom variables (i.e.  key/value  pairs), which can be referenced by downstream stages.
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Manual confirmation

Wait for manual confirmation before executing the next step. To facilitate manual confirmation, you can add 
instructions, or offer input options to users for selection. These input options determine the execution behaviors in the 

downstream stage. For example, the  prerequisite check  can be used to ensure that a stage will be executed 

only when specific conditions are met.

Deployment pipeline
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Execute other deployment pipelines as sub-pipelines. You can execute the deployment pipeline of this application, as 
well as the pipelines of other applications that you have access to. You can select whether to wait for the execution 
results of the sub-pipelines before the stage execution ends. If you select to wait, the final execution status of the sub-

pipelines is deemed as the status of this stage. Otherwise, when the execution of the sub-pipelines starts, the status of 
this stage will be flagged as "successful".
Description of configuration options:

Field Required? Description

Application Yes Lists all the applications that you have access to

Deployment 
Pipeline

Yes Lists all the deployment pipelines under the application

Wait for 
execution 
result

No
If you select to wait, the final execution status of the sub-pipelines is deemed as 
the status of this stage. Otherwise, when the execution of the sub-pipelines starts, 
the status of this stage will be flagged as "successful".
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Wait

Wait for a certain period of time before resuming execution. During the pipeline execution, you can manually reduce 
the waiting time or directly skip waiting. The waiting time can be an expression.
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Webhook

Calling external system APIs can be a stage in a deployment pipeline.
To call a specified webhook, the target URL and HTTP method can be used together with a custom  header  and 

the payload in JSON format. By default, if calling a webhook returns  2XX  or  3XX , the stage execution has 

succeeded; if it returns  4XX  or  5XX , the execution has failed. The final status of the webhook's URL and payload 

will be displayed in the pipeline execution details.
Pipeline expressions can be used in the URL field and payload. When the stage execution is complete, the payload 
content will be included in the  Webhook  object of the stage context, so that the payload can be referenced in the 

subsequent pipeline expressions. For example, you can use the following expression to obtain the final status of the 
webhook execution:
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    ${#stage("My Webhook Stage")["context"]["webhook"]["statusCode"]}



CODING Continuous Deployment

©2013-2022 Tencent Cloud. All rights reserved. Page 43
of 79

Disable Cluster
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If you disable a cluster, the cluster keeps running but cannot process traffic. If needed, you can specify a certain 
number of service groups to keep them running, and disable the remaining ones.
Description of configuration options:

Select Kubernetes for Cloud Service (Provider)

Field Required? Description

Cloud Service Yes Cloud service type. Kubernetes and Tencent Cloud are supported.

Cloud Account Yes Cloud account that manages resource objects

Namespaces Yes Namespaces where the service groups belong

Clusters Yes Clusters where the service groups belong

Disable Options Yes Specifies the rules for disabling options

Select Kubernetes for Cloud Service (Provider)

Field Required? Description

Cloud Service Yes Cloud service type. Kubernetes and Tencent Cloud are supported.

Cloud 
Account

Yes Cloud account that manages resource objects

Namespaces Yes Namespaces where the service groups belong

Clusters Yes Clusters where the service groups belong

Disable 
Options

Yes Specifies the rules for disabling options

Health Check Yes Only refers to the health check that Tencent Cloud provides when you perform 
this task

Cluster Scale-Down

You can select whether to scale down active service groups (i.e. those operating normally). In addition, you can 
specify a certain number of service groups to maintain their size, and scale down the remaining ones.
Select Kubernetes for Cloud Service (Provider)

Field Required? Description

Cloud Service Yes Cloud service type. Kubernetes and Tencent Cloud are supported.
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Cloud Account Yes Cloud account that manages resource objects

Namespaces Yes Namespaces where the service groups belong

Clusters Yes Clusters where the service groups belong

Scale-Down Options Yes Specifies scale-down options

Select Tencent Cloud for Cloud Service (Provider)

Field Required? Description

Cloud 
Service

Yes Cloud service type. Kubernetes and Tencent Cloud are supported.

Cloud 
Account

Yes Cloud account that manages resource objects

Regions Yes Regions where the service groups belong

Clusters Yes Clusters where the service groups belong

Health 
Check

Yes Only refers to the health check that Tencent Cloud provides when you perform 
this task

Enable Service Group

If you enable a service group that has been disabled, it will process request traffic again. The configuration of the load 
balancer determines the routing rules between old and new service groups. When a service group is enabled, the 
scaling strategy is also enabled.
Description of configuration options:

Select Kubernetes for Cloud Service (Provider)

Field Required? Description

Cloud Service Yes Cloud service type. Kubernetes and Tencent Cloud are supported.

Cloud Account Yes Cloud account that manages resource objects

Namespaces Yes Namespaces where the service groups belong

Clusters Yes Clusters where the service groups belong
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Target Service Groups Yes Specifies matching rules for service groups

Select Tencent Cloud for Cloud Service (Provider)

Field Required? Description

Cloud Service Yes Cloud service type. Kubernetes and Tencent Cloud are supported.

Cloud Account Yes Cloud account that manages resource objects

Regions Yes Regions where the service groups belong

Clusters Yes Clusters where the service groups belong

Target Service 
Groups

Yes Specifies matching rules for service groups

Health Check Yes Only refers to the health check that Tencent Cloud provides when you 
perform this task

Disable Service Group

If you disable a service group, the service group keeps running but cannot process traffic. In addition, any scaling 
operations on the disabled service groups will be disabled. By disabling service groups, you can easily switch traffic 
between old and new service groups. Before a stage is initiated, you must specify the newest, oldest, or newer service 

groups to be disabled.
Note: 
 For configuration options, refer to Enable Service Group.

Destroy Service Group

You can destroy the service groups and relevant resources of a specified cluster. Before a stage is initiated, you must 
specify the newest, oldest, or newer service groups to be destroyed.

Description of configuration options:
Select Kubernetes for Cloud Service (Provider)

Field Required? Description

Cloud Service Yes Cloud service type. Kubernetes and Tencent Cloud are supported.

Cloud Account Yes Cloud account that manages resource objects
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Namespaces Yes Namespaces where the service groups belong

Clusters Yes Clusters where the service groups belong

Target Service Groups Yes Specifies matching rules for service groups

Select Tencent Cloud for Cloud Service (Provider)

Field Required? Description

Cloud Service Yes Cloud service type. Kubernetes and Tencent Cloud are supported.

Cloud Account Yes Cloud account that manages resource objects

Regions Yes Regions where the service groups belong

Clusters Yes Clusters where the service groups belong

Target Service Groups Yes Specifies matching rules for service groups

Adjust Service Group Size

Adjusts the size of a service group in proportion to its current size or by a specified amount. The supported adjustment 
strategies are as follows:
Scale-up: Increases the size of the target service group

Scale-down: Decreases the size of the target service group
Scale up to the relatively largest size: Scales up the target service group to match the size of the largest service group 
in the current cluster
Adjust to a specific size: Adjusts the size of the target service group to a specific value

Tencent Cloud Type

Bake

Bakes cloud server images from the specified software package. Baking refers to the process of creating cloud server 

images. The CODING-CD Console abstracts the Baker stage by using HashiCorp's Packer, and offers a default 
Packer template and basic cloud server images to help you get started.
Note that the bake process will be skipped if Spinnaker does not detect any new bake operation. The console 
generates a unique key for each bake operation according to the parameters of the Bake stage (the base OS, 
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versioned software package, and so on). Any changes to the software package or the parameters will trigger a new 
bake operation. If you need to change the default behaviors and rebake images every time the deployment pipeline is 
executed, select  Rebake  in the stage configuration. For more information, see Packer by HashiCorp.

Deploy

Deploys the images baked in advance according to the specified deployment strategies. CODING-CD offers partly 
built-in deployment strategies such as red/black (blue/green) deployment and Highlander deployment. You can also 
adopt non-invasive deployment methods for the existing service groups, or create custom deployment strategies.

Roll Back Cluster

Rolls back the instances of one or more regions in a cluster.
Description of configuration options:

Field Required? Description

Cloud 
Account

Yes Tencent Cloud Account

Regions Yes Regions where the clusters belong

Clusters Yes Specifies the clusters to be rolled back

Health 
Check

Yes Only refers to the health check that Tencent Cloud provides when you perform 
this task

Clone Service Group

Clones all the fields of the existing service group to a new service group (by using images, containers, and so on). 
When you create a new service group, you can overwrite any field of the cloned service group.

Shrink Cluster

Retains a certain number of the newest or largest service groups, and deletes the remaining ones. You can select 
whether to delete active service groups (i.e. those operating normally) that do not meet the specified conditions.

https://www.packer.io/intro
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Modify Scaling Process

Pauses or resumes scaling operations.

Kubernetes Type

Bake (Manifest)

Bakes the resource list by using such template renderers as Helm.

Deploy (Manifest)

Includes two major steps:

Specifies the manifest to be deployed
Specifies the artifacts to be overwritten in the manifest (such as  Docker image )

Configure manifest
You can specify a manifest in the following two ways:
Static: Specify it directly in the deployment pipeline

Dynamic: Use the bound artifact during execution
Either way, select the  Deploy (Manifest)  stage in advance.

Configure static manifest
If you know the manifest that corresponds to the resources to be deployed beforehand (even though you do not know 
the artifact version), you can directly provide the plaintext content of the manifest in the configuration of the  Deploy 

(Manifest)  stage.

Note: 
 When you select the  Text  type, you can directly edit the YAML file content in the text field.

If a JSON-defined deployment pipeline is used, the corresponding content will be as follows:
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    {

      "name": "Deploy my manifest",   // human-readable name

      "type": "deployManifest",       // tells orchestration engine what to run

      "account": "nudge",             // account (k8s cluster) to deploy to

      "cloudProvider": "kubernetes",

      "source": "text",

      "manifest": {

                                      // manifest contents go here

      }

    }
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Configure dynamic manifest
If artifacts are not stored in the pipeline repository, or multiple artifacts need to be deployed at a stage, you can 
configure the manifest by binding artifacts. CODING-CD artifacts allow you to reference any remote deployable 

resources. The artifacts referenced at the  Deploy (Manifest)  stage must be the text files that contain the 

manifest definition, which may exist in GitHub repositories or GCS. For more information, see Deployment Pipeline 
Settings.
If you have declared  expected artifacts  at the upstream stages, you can reference them at the  Deploy 

(Manifest)  stage:

Note: 
 After you select  Artifact  for the Manifest Source field, you can deploy the artifacts offered by upstream stages. 

Make sure that your cloud account has permission to download artifacts.
Upstream stages may match multiple artifacts. For example, if you configure the regular expression  .*\\yml  to 

use all  yml  files as artifacts, then all matching  yml  files will be deployed when the  Deploy (Manifest)  

stage is executed.

Overwrite artifacts
Normally, when you deploy and update Kubernetes resources, most of the changes involve a  flag  in the Docker 

image or ConfigMap. Therefore, CODING-CD provides excellent adaptability to these resource type changes.
Docker image
Kubernetes ConfigMap

Kubernetes Secret
If these resource objects exist at an upstream stage of a deployment pipeline, CODING-CD will try to automatically 
inject them into the manifest file being deployed.
For example: The pipeline execution is triggered by the Docker image registry trigger that carries the image 
 gcr.io/my-project/my-image , whose digest value is  sha256:c81e41ef5e... . In the pipeline, you 

configure a deployment stage with the following manifest content:

https://www.spinnaker.io/setup/install/storage/
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    # ... rest of manifest

      containers:

      - name: my-container

        image: gcr.io/my-project/my-image

    # rest of manifest ...

Because the pipeline is triggered by  changes in the content of the Docker image , the pipeline 

orchestration engine will distribute the Docker image artifact along with the manifest at the deployment stage to the 
 Clouddriver  component for processing. The content of the manifest that is eventually deployed will be as 

follows:
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    # ... rest of manifest

      containers:

      - name: my-container

        image: gcr.io/my-project/my-image@:sha256:c81e41ef5e...

    # rest of manifest ...

To ensure that proper artifacts are obtained at the deployment stage, you can forcibly bind all the required artifacts to 
the stage. If the binding fails, the stage will fail to boot. The following configuration indicates that the Docker image 
 gcr.io/my-project/my-image  must be bound to the manifest. Otherwise, the stage execution will fail:
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Enable (Manifest)

Enables Kubernetes objects.
Description of configuration options:
Select  Statically Specify Target  for  Selector 

Field Required? Description

Cloud 
Account

Yes Cloud account that manages resource objects

Namespace Yes Namespace where the resource objects belong

Selector Yes Statically specifies the target resources to be deleted by name

Kind Yes Resource object type

Name Yes Resource object name (such as ReplicaSet resources nginx-deployment-
5dfd77bbf9)

Select  Dynamically Select Target  for  Selector 

Field Required? Description

Cloud 
Account

Yes Cloud account that manages resource objects

Namespace Yes Namespace where the resource objects belong

Selector Yes Statically specifies the target resources to be deleted by name

Kind Yes Resource object type

Clusters Yes Resource object name (such as ReplicaSet resources nginx-deployment-
5dfd77bbf9)

Target Yes Selects matching rules for resource objects

Delete (Manifest)

Deletes the Kubernetes objects that are created through the resource list.
Description of configuration options:
Select  Statically Specify Target  for  Selector 
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Field Required? Description

Cloud 
Account

Yes Cloud account that manages resource objects

Namespace Yes Namespace where the resource objects belong

Selector Yes Statically specifies the target resources to be deleted by name

Kind Yes Resource object type

Name Yes Resource object name (such as ReplicaSet resources nginx-deployment-
5dfd77bbf9)

Select  Dynamically Select Target  for  Selector 

Field Required? Description

Cloud Account Yes Cloud account that manages resource objects

Namespace Yes Namespace where the resource objects belong

Selector Yes Dynamically selects resource objects by cluster and target field

Kind Yes Resource object type

Cluster Yes Cluster where the resource objects belong

Target Yes Selects matching rules for resource objects

Select  Match Target by Tag  for  Selector 

Field Required? Description

Cloud Account Yes Cloud account that manages resource objects

Namespace Yes Namespace where the resource objects belong

Selector Yes Matches resource objects according to the specified tag rules

Kind Yes Resource object type

Labels Yes Matches all the resource objects of the specified types if no rules are set

Description of setting options:

Field Required? Description
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Delete 
Cascade

No If this field is checked, all the resource objects managed by this resource object (for 
example, all the pods managed by a ReplicaSet) will be deleted. If this field is not 
checked, orphan resources may be generated.

Grace 
Period

No (Optional) Specifies a termination time for the resource object, which will overwrite 
the time set in the manifest.
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Trigger Configuration
Last updated：2024-01-03 11:57:06

This document describes the trigger configuration of a deployment pipeline in CODING Continuous Deployment 
(CODING-CD).

Prerequisites

You must activate the CODING DevOps service for your Tencent Cloud account before you can use CODING Project 

Management (CODING-PM). 

Open Project

1. Log in to the CODING Console and click Use Now to go to CODING page.
2. On the Workspace homepage, click 

 on the left to go to the CODING-CD Console.

Function Overview

CODING-CD Console supports various auto trigger conditions to match the pipelines in CODING, including Docker 
Repository Trigger, TCR Personal Repository Trigger, TCR Enterprise Repository Trigger, and Git Repository 
Trigger.
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Docker Repository Trigger

Docker Repository Trigger can be configured to listen on the updates of artifact repositories. Any image updates will 
trigger the CD pipeline automatically.
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Git Repository Trigger

Three types of Git repositories are supported: CODING-CR, GitHub, and GitLab.

Field Description

Repository Type Three types of Git repositories are supported: CODING-CR, GitHub, and GitLab.

Project Lists all the projects that the logged-in account joins

Repository Lists all the code repositories in the project

Branch or Tag 
Rule

Regular expressions are supported. Null or  .*  indicates no restrictions on branches or 
tags.
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CODING Code Repositories

Configure the "cd-demo" code repository in the "cd-demo" project as a trigger. The branch or tag rule "release.*" 
means that the deployment pipeline is triggered only for branches or tags prefixed with "release" in their name.

GitHub

To support a GitHub code repository, follow the steps below to associate the repository in the project settings:

1. Go to the project overview page，Click Repository.
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2. Click the Associated Code Warehouse button in the upper right corner.


3. Use OAuth to jump to the GitHub associated account and select the code repository under the name.
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4. After the connection completed, Return to Basic configuration > Execution Options，Choose GitHub 
Repository Type。


GitLab

After you associate your GitLab account (see GitHub for specific steps), click Basic Configurations > Execution 
Options to select the GitLab repository type.
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Webhook trigger

If you select the webhook trigger, a globally unique trigger URL will be generated.  Payload Constraints  

defines the parameters that the  payload  request must provide. Regular expressions are supported. Null or  .*  

indicates no restrictions on the key value.
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Payload Constraints: If you need to use a specific payload to trigger a webhook, you can add a  key/value  pair in 

the  Payload Constraints  section. When a pipeline receives a webhook request, the  payload  content will 

be validated. The  value  supports regular expressions.

Sample scenario: A pipeline's webhook URL is accessible from the public network, but the pipeline can be triggered 

only if correct authentication credentials are provided.
The pipeline will be triggered for the following  payload  request:
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curl --location --request POST 'http://codingcorp.coding.com/api/cd/webhooks/webhoo

--header 'Content-Type: application/json' \\

--data-raw '{"secret": "faiM4&KqJTTuEy8J"}'

Scheduled Trigger

For example, to trigger a pipeline at 8:00 pm every day:
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Deployment Method
Trigger When Docker Artifacts Are Auto
Released
Last updated：2024-01-03 11:57:45

CODING Continuous Deployment (CODING-CD) allows you to easily integrate upstream and downstream products 
as workflows. This article describes how to configure a basic automated pipeline for pushing artifacts through CI 
task, updating artifact repository images, and triggering pipeline.

Step 1: Associate the application with the project

The application in the CODING-CD Console must be associated with the project. Go to the CODING-CD Console, 
click the Associate Project button in the application, and then select the project with the CI configuration.

Step 2: Configure CI process

This step pushes artifacts to the artifact repository through CI. You can create a CI process from the CI plan template, 
or add this stage by writing a Jenkinsfile.
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Add this stage to the CI process:

Jenkinsfile
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stage('Deploys to the remote Kubernetes cluster') {

      steps {

        cdDeploy([

          deployType: 'PATCH_IMAGE',

          application: "${CCI_CURRENT_TEAM}",

          pipelineName:  "${PROJECT_NAME}-${CCI_JOB_NAME}-${CD_CREDENTIAL_INDEX}",

          image: "${CODING_DOCKER_REG_HOST}/${CODING_DOCKER_IMAGE_NAME}:${DOCKER_IM

          cloudAccountName: "${CD_ACCOUNT_NAME}",

          namespace: "${CD_NAMESPACE_NAME}",

          manifestType: "${CD_MANIFEST_TYPE}",

          manifestName: "${CD_MANIFEST_NAME}",
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          containerName: "${CD_CONTAINER_NAME}",

          credentialId: "${CD_CREDENTIAL_ID}",

          personalAccessToken: "${CD_PERSONAL_ACCESS_TOKEN}",

        ])

      }

    }

Step 3: Trigger According to Artifact Image Version

Go to the Application pipeline page in Continuous Deployment, and then click "Enable Trigger" in Basic 
Configurations. If you select "CODING Docker Repository Trigger", the artifact version number in the associated 
project will be listened on. When artifacts are pushed to the artifact repository through CI, the pipeline will be triggered 

automatically. If you select "Custom", the artifact repository updates of other projects can be listened on.
In addition to CODING Docker Repository Trigger, you can also select Git Repository Trigger or Scheduled Trigger.
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Add Deployment Stage to Build Plan
Last updated：2024-01-03 11:58:24

Before you trigger deployment in Continuous Deployment, go to the CODING-CD Console to associate your 
application with the project.

You can add a deployment stage to a build plan in either of the following ways:
Directly use a build plan template
Add a deployment stage to an existing build plan

Use Build Plan Template

Note: 
 Associate the cloud account for the relevant cluster in the CODING-CD Console. For more information, see Cloud 

Accounts.
Click Continuous Deployment in the product section on the left, and then click "Create Build Plan" in the upper-right 
corner. Under the Deployment category, select the Push to Kubernetes template.


https://intl.cloud.tencent.com/document/product/1137/45451
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Select the corresponding artifact repository, remote cluster address, and other information as instructed. When you 
are done, select "Trigger build after creation".

After the setup is complete, you can run the continuous build plan to automate the release process.

Add Deployment Stage

Click Build Plan > Process Configuration to add a deployment stage by using an editor or entering a command.

Graphical editor

Add a deployment stage in the existing build plan settings, and then fill in the image URL, cluster, namespace, etc.
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Jenkinsfile
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stage('Push to CODING Docker artifact repository') {

      steps {

        script {

          docker.withRegistry(

            "${env.CCI_CURRENT_WEB_PROTOCOL}://${env.CODING_DOCKER_REG_HOST}",

            "${env.CODING_ARTIFACTS_CREDENTIALS_ID}"

          ) }

            docker.image("${CODING_DOCKER_IMAGE_NAME}:${env.DOCKER_IMAGE_VERSION}")

        }
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      }
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Create Release Order

We recommend that you grant the Developer user group the permission to access and manage Continuous
Deployment (CD). For more information, see Permission Control.


Developers with the permission can submit a release order, but cannot modify deployment configurations in the
CODING-CD Console. Ops user group can add a manual confirmation process to the deployment pipeline of an
application to ensure that the application is reconfirmed when it is released via a release order. In this way, high-

quality application can be achieved through permission control.


Manually Submit Release Order
Last updated：2022-03-09 15:29:00

https://intl.cloud.tencent.com/document/product/1137/45449
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Click Create Release Order to run existing applications and pipelines.


Quick Release

To directly use CODING-CD without complex permission configurations, you can use the Quick Release feature. It
allows you to release images to a cluster without configuring a pipeline in the console. This feature applies to more
flexible and complex pipelines. For example, when such emergencies like temporary image changes occur, you don't
have to release artifacts to the cluster immediately.
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To do this, your user group must have the permission to manage CD and the permission scope of the released
artifacts must be set to public, so that the artifacts can be accessed by the cluster.

After release, you can view the release details in Continuous Deployment.
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