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Troubleshooting
CVM CPU/Memory Usage Is Too High

Last updated : 2024-01-27 17:35:59

Overview

This document describes how to troubleshoot and solve the problem of not being able to log in to Windows and Linux

CVM instances due to the instances’ overly high CPU or memory usage.

Troubleshooting Approaches

1. Log in to the instance and identify the process that is causing high CPU or memory usage.

2. Analyze the process.

If the process has an exception, the exception may be caused by a virus or a trojan. In this case, terminate the
process or use an antivirus application to scan your system.

If the process is a service process, check whether the high CPU or memory usage is caused by an access volume
change and whether it can be optimized.

If the process is a Tencent Cloud component process, submit a ticket and we will help you locate and troubleshoot the

problem.

Locating and Troubleshooting the Problem

Windows CVM instances

Logging in to a CVM instance via VNC

Note:

If you cannot establish a remote connection with your CVM instance due to high CPU or memory load, see Logging in
to a Windows Instance via VNC.

1. Log in to the CVM Console.

2. On the instance management page, locate the target CVM instance and click Log In, as shown in the following

figure:
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- Y
Guangzhou(12)

Project: All projects

ID/Instance Name  Monito...

Shanghai(20) "

Beijing(1)” Chengdu(@)
Status 7 Availabili... 7
() Running Guangzhou Zon...

Chongging(2) :

More actions

Model 7

528

Hang Kong, China(6) "

2-core 8 GB 5 Mb...
Systemn disk: SSD Cle
Metwork: Basic ne.

Tencent Cloud Observability Platform

Singapare(0) Bangkok(1)” Mumbai(1)”

Primary IP Network billing mode

S | Bill by traffic

3. On the Log in to Windows instance page that appears, click Log In Now under Alternative login methods
(VNC) to log in to the CVM instance.

4. On the login page that appears, select Send CtrlAltDel in the upper-left corner and click Ctrl-Alt-Delete to access

the system login page, as shown in the following figure:

Send CirlAltDel

Cir-All-Delete

Cirl-Ali-Backspace

Cir-Alt-F1
Cir-All-F2
Ciri-Al-F3
Cir-Al-F4
Cir-All-F5
Cirl-All-F6
Cir-All-F7
Ciri-Al-FS
Cr-Al-F9

Cirl-Alt-F10

Cirl-Ali-F11

Connection succeededTo paste the command, please click here

\lt+Delete to sign in.

Viewing the resource usage of processes

I1 Other login methods

1. In the CVM instance, right-click the taskbar and select Task Manager, as shown in the following figure:
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Toolbars

Search
" Show Task View button
Show Windows Ink Workspace button

Show touch keyboard button

Show the desktop
Task Manager

" Lock the taskbar

¥ Settings

h

2. In "Task Manager", you can view the resource usage, as shown in the following figure:
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17y Task Manager
File Options View

Processes Pefformance Users Detail

. 18% 11%
Name CPU | Memory
Apps (1)
1% Task Manager 0.3% 75MB
Background processes (16)

[#5] Application Frame Host 0% 2.7MB
[a5] BaradAgent (32 bit) 0% 3.2MB
[#z] Host Process for Windows Tasks 0% 23 MB
[#z] Host Process for Windows Tasks 0% 53 MB
[#z] Host Process for Windows Tasks 0% 2.8 MB
(= Microsoft Distributed Transacti... 0% 1.9MB
[#z] Microsoft Malware Protection C... 0% 21MB
[#z] Runtime Broker 0% 44 MB
Search 0% 51.7MB
[#°] sgagent (32 bit) 0% 1.8MB
@ Spooler SubSystem App 0% 4.2MB

Fewer details

Note:

Tencent Cloud Observability Platform

End task

You can sort the processes in ascending or descending order by clicking CPU or Memory.

Analyzing the processes

Analyze the processes on the Task Manager page to troubleshoot and solve the problem.

The problem is caused by a system process

If a system process is occupying too many CPU or memory resources, complete the following steps:

1. Verify the name of the process.

Several viruses use names that are very similar to system processes, such as svchOst.exe, explore.exe, and

iexplorer.exe.

2. Locate the executable file that corresponds to the process.

System processes are usually located in  C:\\Windows\\System32 and have valid digital signatures and

descriptions. To locate the corresponding executable file such as svchost.exe , select the process on the Task

Manager page, right-click the process, and choose Open file location, as shown in the following figure:
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_I:I-

= Task Manager

File Options View

| Processes | Performance | Users| Details | Services |

e

Marne PID Status User name CPU  Memory (p... Description -
[ rdpclip.exe 1680 Running Administra... 00 1,316 K RDP Clipboard Maoni...
[z ServerManager.exe ERAL Running Administra... 0o 62,808 K Server Manager
[ services.exe 452 Running SYSTEM 00 2528 K Services and Control...
[ sgagent.exe 1180 Running SYSTEM 00 2448 K sgagent
(27 smiss.exe 208 Running SYSTEM 00 224 K Windows Session M...
;@a spoolsv.exe 924 Running SYSTEM 00 3456 K Spooler SubSystem ..
E]sqlserw.exe 1920 Running MSSCLSML... 17 53,204 K SOL Server Windows...
E]sqlwriter.exe 1312 Running LOCAL SE... 0o T28 K SOL Server V55 Write...
[B5 svchost.exe 516 Running SYSTEM 0o 3,028 K Host Process for Wi...
[B svchost.exe 544 Running METWORK... 0o 2,672 K Host Process for Wi,
[ svehost.exe 672 Running LOCAL SE... 00 11,796 K Host Process for Wi, | =
(87 swchost.exe wat Rumnina SYSTEM 00 20,360 K Host Process for Wi...
7 svchost.exe s LOCALSE.. 0D 3976 K  Host Process for Wi...
[m7 swchost.exe End process tree METWORK... 00 5612 K Host Process for Wi...
[m7 swchost.exe Set priority LOCAL SE... 00 4092 K Host Process for Wi..,
[ svchost.exe Set affinity SYSTEM 00 2,332 K Host Process for Wi...
"7 swchost.exe SYSTEM 00 1,308 K Host Process for Wi...
[ swchost.exe Analyze wait chain SYSTEM 00 2,823 K Host Process for Wi..
B svchost.exe UAC virtualization SYSTEM o0 9,012 K Host Process for Wi...
[ svchost.exe Create dump file METWORK... 00 2192 K Host Process for Wi...
[ svchost.exe - - SYSTEM 00 2,200 K Host Process for Wi...
] svchost.exe Open file location NETWORK.. 00 224K Host Process for Wi...
] svchost.exe search enline NETWORK.. 00 49,364 K Host Process for Wi.., | v
Properties
@ Fewer detai Go to service(s)

If the executable file is notin C:\\Windows\\System32 ,itis likely that your CVM instance has a virus. Kill the
virus manually or by using an antivirus application.

If the executable fileisin  C:\\Windows\\System32 , restart your CVM instance or end safe but unnecessary
processes.

The following describes typical system processes:

System Idle Process: a process that displays the percentage of time that the processor is idle for

system: a memory management process

explorer: the desktop and file management process

iexplore: the Microsoft Internet Explorer process

csrss: the Microsoft client/server runtime subsystem

svchost: a system process that is used to execute DLLs

Taskmgr: the task manager process

Isass: the local security permission service

The problem is caused by processes with exceptions

If you find that high CPU and memory usage is caused by processes with strange names such as xmr64.exe (a
cryptocurrency mining malware), your CVM instance may be infected with viruses or trojans. In this case, use a

search engine to verify whether the processes are in fact viruses or trojans.
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Use an antivirus application to remove the virus or trojan. Then, back up the data and reinstall the operating system
when necessary.

If the process is not a virus or a trojan, restart your CVM instance or end safe but unnecessary processes.

The problem is caused by a service process

If you find that the problem is caused by a service process such as IIS, HTTPD, PHP, or Java, further analyze the
problem.

For example, check whether your business volume is high.

If yes, we recommend that you upgrade your CVM instance. If you do not upgrade your CVM instance, optimize your
service processes.

If no, use service error logs to further analyze the problem. For example, check whether the resources are wasted due
to incorrect parameter settings.

The problem is caused by a Tencent Cloud component process

If the problem is caused by a Tencent Cloud component process, submit a ticket, and we will help you locate and

troubleshoot the problem.

Linux CVM instances

Logging in to the CVM instance

Select a CVM login method based on your actual needs.

Log in to the Linux CVM remotely via third party software.

Note:

If the Linux CVM has a high CPU load, you may fail to log in to the CVM.
Log in to a Linux instance via VNC.

Note:

If the Linux CVM has a high CPU load, you can log in normally via the Console.

Viewing the resource usage of processes

Run the following command to view the system load. View the %CPU and %MEM columns and identify which

processes consume more resources.
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top

Analyzing processes

Analyze the processes on the Task Manager page to troubleshoot and solve the problem.

If the problem is caused by a service process, analyze whether the service process can be optimized and accordingly
optimize the process or upgrade the CVM configuration.

If the problem is caused by a process with an exception, the instance may have a virus. In this case, you can terminate

the process or use an antivirus application to kill the virus. When necessary, back up the data and reinstall the
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operating system.

If the problem is caused by a Tencent Cloud component process, submit a ticket and we will help you locate and
troubleshoot the problem.

Common Tencent Cloud components include:

sap00x: a security component

Barad_agent: a monitoring component

secu-tcs-agent: a security component

Terminating processes

1. Compare the resource consumption of different processes and record the PID of the process that needs to be
terminated.

2.Enter k

3. Enter the PID of the process that needs to be terminated and press the Enter key to terminate it, as shown in the
following figure:

Suppose you need to terminate a process whose PID is 23.

8.8 us, 8.1
1878516 total, 1441292 free
ZB97148 total, 2897148
igmalskill [default pid = 2931 £3
FR NI UIRT RES sHRE & »CPU ~HEH TIME+ COFHAHD
7 HS B.2 BA.8 :

&h ¢ g. 0.8
2h H 4. .4
0.8

1381

H
H G

H
HE B3 kihre

Note:

If ki1l PID 23 with signal [15]: appears after you press Enter, press Enter again to keep the default
settings.

4. If the operation is successful, the message Send PID 23 signal [15/sigterm] will appear. Press Enter

to confirm the termination.

Other related problems

CPU usage is low but load average is high

Problem
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The load average is an indicator of CPU load. The higher the load average, the longer the queue of pending processes
is.
Afterthe top command is executed, information similar to the following is returned, indicating that the CPU usage

is low but the load average is very high.

nit --daemon

daemon

[}

Solution

Run the following command to view the process states and check whether any process is in the D state, as shown in
the following figure:

©2013-2022 Tencent Cloud. All rights reserved. Page 12 of 51



@ Tencent Cloud Tencent Cloud Observability Platform

ps —axjf
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it --daemon

dasmon

Note:
The D state refers to the uninterrupted sleep state. A process in this state cannot be terminated nor can it be exited by
itself.

If there are many processes in the D state, restore the resources on which the processes depend or restart the

operating system.

CPU usage of the kswapdO0 process is high

Problem

Linux manages memory by using the pagination mechanism and sets aside a portion of the disk as virtual memory.
kswapdO is the process responsible for page replacement in the virtual memory management of the Linux system.
When system memory becomes insufficient, kswapd0 will frequently replace pages, which will result in high CPU
usage.

Solution

1. Run the following command and find the kswapdO process.
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top

2. Check the state of the kswapdO process.

If the process is not in the D state and has been running for a long time and consuming too many CPU resources,
perform step 3 to check the memory usage.

3.

Run commands suchas wvmstat , free ,and ps tocheck how much memory is being consumed by

processes in the system.
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Based on the memory usage, restart the system or terminate safe but unnecessary processes. If the si and so values
are also high, pages are frequently replaced in the system. If the physical memory of the current system can no longer

meet your requirements, please consider upgrading your system memory.
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CVM Login Failure

Last updated : 2024-01-27 17:35:59

Overview

Many causes can lead to CVM login failure. Causes that can be monitored by Tencent Cloud Observability Platform
include overly high CVM bandwidth usage and overly high CVM CPU/memory usage. This document describes how

to troubleshoot these two causes.

Problem Analysis

The following causes of CVM login failure can be detected by Tencent Cloud Observability Platform:

CVM bandwidth utilization is too high

CVM CPU/memory usage is too high

Note:

Before troubleshooting, check whether the login attempt failed because the entered password was incorrect, you
forgot the password, or the password failed to reset.

If yes, reset the password.

Solutions

CVM bandwidth utilization is too high

Problem: the self-diagnosis tool shows that bandwidth utilization is too high.

Solutions:

1. Log in to the CVM instance via VNC.

Log in to a Windows instance via VNC.

Log in to a Linux instance via VNC.

2. Check the bandwidth utilization of the instance and troubleshoot accordingly. For more information, see CVM
Bandwidth Utilization Is Too High.

CVM CPU/memory usage is too high

Problem: the self-diagnosis tool or Tencent Cloud Observability Platform shows that the CPU/memory usage of the
CVM instance is too high, and therefore the system cannot establish a remote connection or the connectivity is poor.

Possible causes: viruses, trojans, third-party anti-virus software, application exceptions, driver exceptions, and
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automatic software backend updates may lead to high CPU usage, resulting in CVM login failure or slow access.
Solutions:

1. Log in to the CVM instance via VNC.

Log in to a Windows instance via VNC.

Log in to a Linux instance via VNC.

2. Refer to CVM CPU/Memory Usage Is Too High to identify the process with a high load on the Task Manager page.
Note:

Many causes may lead to CVM login failure. For more information on other causes, see Windows Instance Login

Failures or Linux Instance Login Failures.
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CVM Bandwidth Utilization Is Too High

Last updated : 2024-01-27 17:35:59

Overview

This document describes how to troubleshoot and solve the problem of Linux or Windows CVM login failure caused by
overly high bandwidth utilization.

Locating and Troubleshooting the Problem

1. Log in to the CVM Console.

2. Select the target CVM instance and click Log In, as shown in the following figure:

Guangzhou(12)" Shanghai(20) Beijing(1)” Chengdu(g)” Chongaging(2)” Hang Kong, China(6) " Singapore(0) Bangkok(1)” Mumbz
IMore actions ™

Project: All projects

ID/Instance Name ~ Monito...  Status 7 Availabili... 7 Model 7 Configuration Primary IP Network billing
]l () Running Guangzhou Zon...  528% 2-core 8 GB 5 Mb... 1 s Bill by traffic
System disk: S5D Cle 1
Network: Basic ne...

3. On the Log in to Windows/Linux instance window that pops up, click Log In Now under Alternative login
methods (VNC) to log in to the CVM instance.
4. On the login page that appears, select Send CtrlAltDel in the upper-left corner and click Ctrl-Alt-Delete to access

the system login page, as shown in the following figure:
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Send CirlAliDel < Connection succeededTo paste the command, please click here L1 other login methods

Cirl-Ali-Delete

Cirl-Ali-Backspace

Ciri-AlF1 \lt+Delete to sign in.

Cir-All-F2

Cirl-Alt-F3

CHri-AlLF4

Cirl-AlL-F5

Cirl-All-F6

CHr-AllF7

Cirl-Alt-F2

Cirl-Ali-F9

Cirl-Al-F10

Cirl-Alt-F11

Cirl-Alt-F12

Windows CVM instances

After logging in to the Windows CVM instance via VNC, perform the following operations:

Note:

The following operations use a CVM instance running in the Windows Server 2012 operating system as an example.
1. In the CVM instance, click

. Select Task Manager to open the Task Manager page.

2. Click the Performance tab and then click Open Resource Monitor, as shown in the following figure:
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File Options View

| Processes || Performance I Users | Details | Services |

CPU
= 7% 2.39 GHz C PU Intel(R) Xeon(R) CPU E5-26xx v4
% Utilization 100%

O Memory
1.7/8.0GB (21%)

Disk 0 (C)
R: O KB/= W: D KB/s

Ethernet
5 264 Kbps F: 80.0 Kbps

&0 seconds
Utilization  Speed Maximum speed: 239 GHz

7%  239GHz e ‘

Virtual processors: 2
Processes  Threads  Handles  vigual machine Yes

38 469 24107 Licche

Up time

8:23:51:51

@ Open Resource Moniter

3. On the Resource Monitor page, identify the process that consumes a lot of bandwidth. Based on your actual

business, determine whether the process is normal, as shown in the following figure:
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(™)) Resource Monitor M

File Monitor Help

Overview | CPU | Memory | Disk | Network |
]
CPU B 29 cPU Usage ™ 100% Maximum Frequency V ‘ . > | Views |v| -
. . ’ - CPU 100%
Disk B 0 KB/sec Disk IO B 13 Highest Active Time ()
Network B 42 Kbps Network /O B 05 Netwaork Utilization A
Image PID Address Send (B/s.. Receive (B.. TotaITB_a'sec]
swchost.exe [termsves) 2952 14.17.22.34 10,796 2,620 13,416
swchost.exe [termsves) 20952 182.151.4.... 516 37T 804
EaradAgent.exe 2500 100.121.1... 377 104 481 &0 Seconds 0%
swchost.exe ftermsves) 2952 1142171, 153 113 266 Disk 100 KB/sec
YDService, exe 1732 10.53.78.96 43 43 36 |
swchost.exe [NetworkService) 244 101683 2. o &1 &1 l. =
swchost.exe [MetworkService] 844 B47%:bedc: 29 0 29 ||
swchost.exe [NetworkService) 844 E47%:beld: 19 ] 19 ‘ | |
|||n|' |
[
fin
Memory B 0 Hard Faults/sec W 205 Used Physical Memory V
Memory 100 Hard Faults/sec
R _ h

If this process is a service process, check whether the high bandwidth utilization is caused by changes in access

traffic and whether you need to optimize the capacity or upgrade the CVIM configuration.

If this process has an exception, the high bandwidth utilization may be caused by a virus or a trojan. If so, you can

manually terminate the process or use security software to Kill the virus. You can also back up data and then reinstall

the operating system.

Note:

In Windows, many virus processes can disguise themselves as system processes. You can select Task Manager >

Processes to check the process information and preliminarily identify the virus.

Normal system processes have complete signatures and descriptions, and most of them are located in the
C:\\Windows\\System32 directory. While virus programs may have the same names as system processes,

they lack signatures and descriptions. In addition, their locations are often abnormal.

If this process is a Tencent Cloud component process, please submit a ticket, and we will help you locate and

troubleshoot the problem.

Linux CVM instances

After logging in to the Linux CVM instance via VNC, perform the following operations:
Note:
The following operations use a CVM instance with the CentOS 7.6 operating system as an example.

1. Run the following command to install the iftop tool. This tool monitors traffic for Linux CVM instances.
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yum install iftop -y

Note:
For a CVM instance with the Ubuntu operating system, runthe apt-get install iftop -y command.

2. Run the following command to install Isof.
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yum install lsof -y

3. Run the following command to run iftop, as shown in the following figure:
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iftop
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4 centos
4 _centos
4 centos
4 _centos
4_centos
4 centos
4_centos
4 centos
4_centos
4 centos
4 _centos

L
]
w
w
i
w
U
w

[ AN R N LI VR A I N R

]

cum: 69.4KB  peak: 6.82Kb
42.1KB 4.45Kb
111KB 11.3Kb

<= and => indicate the direction of the traffic.
"TX" indicates the traffic is outbound.
"RX" indicates the traffic is inbound.
"TOTAL" indicates the total traffic.
"Cum" indicates the total traffic from the moment iftop started to run until now.
"peak" indicates the traffic peak.
"rates" indicates the average traffic over the last 2, 10, and 40 seconds.
4. Based on the IP address of the consumed traffic in iftop, run the following command to check the process

connected to this IP address.
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lsof -1 | grep IP

For example, if the IP address of the consumed traffic is 201.205.141.123, run the following command:
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lsof -1 | grep 201.205.141.123

If the following result is returned, the majority of the CVM bandwidth is consumed by the SSH process.
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sshd 12145 root 3u IPV4 3294018 0to0 TCP 10.144.90.86:ssh—>203
sshd 12179 ubuntu 3u IPV4 3294018 0to TCP 10.144.90.86:ssh->203

5. View the process that consumes a lot of bandwidth and check whether the process is normal.

If this process is a service process, check whether the high bandwidth utilization is caused by changes in access
traffic and whether you need to optimize the capacity or upgrade the CVM configuration.

If this process has an exception, the high bandwidth utilization may be caused by a virus or a trojan. If so, you can
manually terminate the process or use security software to kill the virus. You can also back up data and then reinstall

the operating system.
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If this process is a Tencent Cloud component process, please submit a ticket, and we will help you locate and
troubleshoot the problem.
We recommend that you check the location of the destination IP address on WhatlsMylPAddress.com. If the

destination IP address is located in another country or region, the security risk is higher.
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CVM Has No Monitoring Data

Last updated : 2024-01-27 17:35:59

Overview

The CVM instance must have the monitoring component agents installed to collect CVM metric data. If you cannot get
the monitoring metric data, refer to this document to troubleshoot this problem.

We recommend you reinstall the agents first as instructed in Installing CVM Agents and wait 3 minutes before
checking again whether the monitoring data is restored. If an error occurs during the reinstallation or the monitoring

data is not restored, troubleshoot the problem as detailed below.

Causes and Solutions

Cause Solution

The agents are not installed/started Troubleshoot by referring to Step 1
The reporting domains cannot be resolved Troubleshoot by referring to Step 2
The agents failed to get the UUID Troubleshoot by referring to Step 3
The CVM instance is shut down or being restarted Troubleshoot by referring to Step 4
The CVM instance is under high load Troubleshoot by referring to Step 5

Troubleshooting Procedure

Step 1. Check whether the agents have been installed or started

The troubleshooting procedures for Linux and Windows are different. You can refer to a procedure as needed.
Linux

Windows

1. Run the following command to check whether the agents have been installed successfully.
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crontab -1 |grep stargate

If the following message is displayed, the agents have been installed:

[rC l# crontab -1 igrep stargate

*x/] = » = = flock -xn Atmp/ dock -c ’~usr/loca l/qc loud./

If not, install the agents as instructed in Installing CVM Agents.
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2. Check whether the agents run properly.

Run the following commands to check whether the agents run properly:

ps ax | grep sgagent

pPs ax | grep barad_agent

If the output is as shown below, the agents run normally (note that the number of barad_agent processesis 3):
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~# ps ax grep barad_agent
0:00 grep --color=auto
0:06

1:04
lﬂalﬁ

If there is no output or the number of processes is incorrect, the agents are abnormal. In this case, run the following

commands as the root account to start the agents. If the messages stargate agent run succ and

barad_agent run succ are displayed, the agents have been restarted successfully.

cd /usr/local/gcloud/stargate/admin
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./restart.sh

cd /usr/local/gcloud/monitor/barad/admin
./stop.sh

./trystart.sh

Note:

After the agents are started, wait 3 minutes and then check whether there is monitoring data in the CVM console.
Run services.msc tocheck whether the agents are installed and started. If the status of QCloud BaradAgent
Monitor or QCloud Stargate Manager is not Running , the service is not started. In this case, click the name of the

corresponding service and start it.

. Services (Local)

QCloud BaradAgent Monitor Mame Description Status Startup Type Lo
_ t (iCloud BaradAgent Monitor Provides C... Running  Automatic

ﬁ_gﬁ:hs:g:jce ».‘E‘IJ.';QCIDud Stargate Manager Provides 5ta.. Running | Automatic Lo

5k Quality Windows Audio Video E... Quality Win... Manual Lo

\'.‘,:J" Radic Management Service Radio Mana... Manual Lot

Description: o _ €} Remote Access Auto Connectio... Creates a co... Manual Lot

Fronses SCiood Wonsbonng Sere -S;" Remote Access Connection Ma... Manages di... Manual Lot

Note:

If the agents are already started but there is still no monitoring data, you can proceed with the troubleshooting.

If the agents have not been installed, your CVM instance cannot be monitored and you will not receive a notification
when the CVM instance runs abnormally, which can pose a high risk. For more information on the installations of

agents, see Installing CVM Agents.

Step 2. Check reporting domains

The following 4 domains need to be resolved for the agents to run properly:

update2.agent.tencentyun.com

receiver.barad.tencentyun.com

custom.message.tencentyun.com

metadata.tencentyun.com

The procedures for checking and fixing the reporting domains are different for Linux and Windows. You can refer to a
procedure as needed.

Linux

Windows

1. Check whether the reporting domains can be resolved properly.

Run the following commands to check whether these 4 domains can be resolved properly:
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ping —-c 1 update2.agent.tencentyun.com
ping —-c 1 receiver.barad.tencentyun.com
ping -c 1 custom.message.tencentyun.com
ping —-c 1 metadata.tencentyun.com

In normal cases, these 4 domains can be resolved on the CVM instance. If unknown host is displayed, the

domains fail to be resolved. You can proceed to the next step to fix it.
2. Fix DNS resolution.
Tencent Cloud provides reliable private network DNS servers in different regions. We recommend you not overwrite

the default DNS configurations. If you need to modify them, fix the resolution for the 4 domains above as follows:
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1. If you use a self-built/third-party DNS service, we recommend you not add the private network DNS provided by
TencentCloudin /etc/resolv.conf .For moreinformation, see Private Network Access.
2. If you use a self-built DNS service, you can also add the 4 domains above to your DNS. The domain and IP

mappings are as follows:

Domain Name IP
update2.agent.tencentyun.com 169.254.0.15
receiver.barad.tencentyun.com 169.254.0.4
custom.message.tencentyun.com 169.254.0.5
metadata.tencentyun.com 169.254.10.10

3. If the two methods above cannot work, you can add the following configuration to the “/etc/hosts™ file on the server:
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169.254.0.15 update2.agent.tencentyun.com
169.254.0.4 receiver.barad.tencentyun.com
169.254.0.5 custom.message.tencentyun.com
169.254.10.10 metadata.tencentyun.com

Note:

After the domain resolution issue is fixed, check whether the domains can be resolved properly. If yes, wait 3 minutes
and then go to the CVM console to confirm whether there is monitoring data.

1. Check whether the reporting domains can be resolved properly.

Run the following commands to check whether these 4 domains can be resolved properly:
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ping —n 1 update2.agent.tencentyun.com
ping -n 1 receiver.barad.tencentyun.com
ping —n 1 custom.message.tencentyun.com
ping -n 1 metadata.tencentyun.com

In normal cases, these 4 domains can be resolved on the CVM instance. If "host not found" is displayed, the domain
resolution fails. In this way, you can fix the resolution as follows:

2. Fix DNS resolution.

Tencent Cloud provides reliable private network DNS servers in different regions. We recommend you not overwrite

the default DNS configurations. If you need to modify them, fix the resolution for the 4 domains above as follows:
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1. Log in to the Windows CVM instance.
2. On the operating system Ul, open Control Panel > Network and Sharing Center > Change adapter settings.
3. Right-click Ethernet and select Properties to open the Ethernet Properties window.

4. In the Ethernet Properties window, double-click Internet Protocol Version 4 (TCP/IPv4) as shown below:

Networking
Connect using:
‘ & Tencert VitlO Ethemet Adapter ‘

| Corfigure... |

This connection uses the following tems:
(v] 9% Client for Microsoft Networks
W J8 File and Printer Sharing for Microsoft Networks

™ JBlQoS Packet Scheduler

[J -a Microsoft Network Adapter Muttiplexor Protocol
W i Link-Layer Topology Discovery Mapper 1/0 Driver
W .s. Link-Layer Topology Discovery Responder

W .a. Intemet Protocol Version 6 (TCP/IPv6)

4B ¥ |rtemet Protocol Version 4 (TCP/IPv4)

|  stal. | Unnstal | Propeties |

Transmission Control Protocol/Intemet Protocol. The default
wide area network protocol that provides communication
across diverse interconnected networks.

0K || Cancel

5. Select Use the following DNS server addresses and modify the DNS IP based on the corresponding region in
the Private Network Access > Private Network DNS list. After the modification, click OK.
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Gerera |

You can get IP settings assigned automatically if your network supports
this capability. Otherwise, you need to ask your network administrator
for the appropriate IP settings.

(C) Obtain an IP address automatically
(®) Use the following IP address:
IP address: | 192 . 168 .

Subnet mask: | 255 . 255 .

Default gateway: 172 . 16 .

(") Obtain DNS server address automatically
(®) Use the following DNS server addresses:
Preferred DNS server: | 10 .53 .

Alternate DNS server: | 10 .53 .

[Jvalidate settings upon exit

6. If the method above does not work, you can add the following configuration to the

C:\\Windows\\System32\\drivers\\etc\\hosts file:
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254
254
254
254

.0.15 update2.agent.tencentyun.

.0.4 receiver.barad.tencentyun.

.0.5 custom.message.tencentyun.

.10.10 metadata.tencentyun.com

7.Run services.msc . Then, right-click the QCloud BaradAgent Monitor and QCloud Stargate Manager services

and click Restart the service.
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’_,,5 Services (Local)

QCloud BaradAgent Monitor Mame Description Status Startup Type Lo
_ (QCloud BaradAgent Monitor Provides C... Running  Automatic

%_Eﬁfhs:rl:jce -;‘J;J_;DCIDud Stargate Manager Provides 5ta.. Running | Automatic L

5k Quality Windows Audio Video E... Quality Win... Manual Lo

».'f,j Radic Management Service Radic Mana... Manual Lo

Description: o _ ‘€ Remote Access Auto Connectio... Creates a co... Manual Lo

Flrennetess O ke Wloniesson St ».,‘;:J' Remote Access Connection Ma... Manages di... Manual Lo

Note:
After fixing the UUID, wait 3 minutes and then go to the CVM console to confirm whether there is monitoring data.
If there is still no monitoring data after the restart, uninstall and reinstall the agents as instructed in Installing CVIM

Agents.

Step 3. Check whether the UUID is correct

Currently, the incorrect UUID configuration issue occurs only in Linux OS. For details, see the following directions.

1. Log in to the CVM console and go to the instance detail page to view the UUID.

& ins- . (As-Shenzhen business)
Basic Information Elastic network card Public IP maonitor Security group Operatic
Instance information Architecture diagram

ne as-Shenzhen Business #

ce |10 ins-pnh7ingo

UIC b686b17a-8e79-46€5-2286- @ 1 security group
|

2. Log in to the CVM instance and run the following command to view the UUID:
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cat /sys/class/dmi/id/product_serial

If the UUID on the server is different from that displayed in the CVM console, run the following command as the root

account to fix the UUID and restart the agents:
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echo ‘cat /etc/uuid |awk -F '= ' '{print S$NF}'"® > /etc/uuid_to_serial; mount --bind
cd /usr/local/gcloud/stargate/admin

./restart.sh

cd /usr/local/gcloud/monitor/barad/admin

./stop.sh

./trystart.sh

Note:

After fixing the UUID, wait 3 minutes and then go to the CVM console to confirm whether there is monitoring data.
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Step 4. Check the CVM instance log

After the CVM instance is shut down, the instance's agents will be taken offline and thus no data will be reported.
When you perform CVM Ops operations such as restart, upgrade, reinstallation, or image creation through the CVM
console or through logging in to the CVM instance, the reporting of the CVM monitoring data may time out and the
agents will be taken offline.

Troubleshooting: You can access the detail page of the CVM instance and view the operation logs to determine

whether any relevant Ops operations were performed on the CVM instance at that time.

< ins T

Basic Information Elastic network card Public IP monitor Security group Operation log

present day Nearly 7 days Nearly 15 days Nearly 30 days 2021-02-18 ~ 2021-03-19 =1

Cperating time Operation name Action operator Cper:

2021-03-10 18:42:28 Restart cloud host V3 Rebootinstances root success

Step 5. Check the CVM instance load

The agents may fail to report data if the CPU usage, memory usage, or bandwidth utilization of the CVM instance is
too high.

Troubleshooting methods:

High CPU usage: For detailed troubleshooting directions, see CVM CPU/Memory Usage Is Too High.

High memory usage: You can log in to the CVM instance or view the monitoring charts to check whether the CPU
usage reaches 100%. If yes, upgrade the CVM configuration as needed.

High bandwidth utilization: For detailed troubleshooting directions, see CVIM Bandwidth Utilization Is Too High.
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No Alarm Is Received

Last updated : 2024-01-27 17:35:59

This document introduces how to troubleshoot and resolve situations in which no alarms can be received.

Reasons for this Problem

Reason Solution

The alarm policy has not been enabled See Step 1 to enable the alarm policy

The alarm notification channel has not See Step 2 to troubleshoot and enable or verify the alarm
been configured or verified notification channel

See Step 3 to troubleshoot and add users to the receiving
group

No user has been added to the receiving group

See Step 4 to troubleshoot and check whether the alarm

The alarm trigger conditions have not been met ) -
trigger conditions have been met

Troubleshooting

Step 1: Check whether the alarm policy is enabled

1. Access the Alarm Policy page in the Tencent Cloud Observability Platform console.

2. Check whether the alarm policy is enabled.

The alarm enable/disable button for policy 1 is gray in the figure below, indicating that the alarm policy has not been
enabled yet. Click the gray button and then click OK to enable the policy.

The alarm enable/disable button for policy 2 is blue in the figure below, indicating that the alarm policy is enabled.

Proceed to the steps below to continue troubleshooting.
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Palicy Name Trigger condition Project T Policy Type Enabled/Instances Last Modified % Alarm Channel Alarm On-Off T

100014020431 Recipient group: 1

Yy /PNChannelDelay . /PN ChannelPolicy / N Jalidity: 00:00:00 - 23:
Policyl VPNChannelDelay .. VPN ChannelPolicy 1/1 2020/09/11 162021 Validity: 000 ()
Channel Email, SMS

100014020431 Recipient group: 1
2 . s % - oc erPali £5 B falidity: 00:00:00 - 23:
Policy2 de_cpu_usage > 0%, docker clusterPolicy 5 2020/09/11 162008 VA [ @)

Channel; Email, SMS

itemn(s) in total Lines perpage 20 +

Step 2: Check whether the alarm channel has been configured/verified

1. Log in to the CAM console.
2. Click the corresponding user name in the user list to go to the user details page.

The alarm channel has not been configured: if the case shown in the figure below occurs, the alarm channel has not
been configured. In this case, click

"]

’
to configure a channel. After completing the configuration, verify the channel by referring to The alarm channel has

not been verified below.

& User Details

yalinpei Sub-user

Account ID Mobile ] #

MNotes - Email 1/

Access Mode (i) Console access, Programming access

The alarm channel has not been verified: if the case shown in the figure below occurs, the alarm channel has not been

verified. In this case, click the verification button.

O

Re

Re
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< User Details

CM_test Sub-user

Mobile Send Verification _ink. ra

Notes - Email Send Verification Link®

Access Mode (i) Conscle access

After the verification message or email is sent, go to the corresponding channel to complete the verification.
SMS verification: check the SMS inbox on your mobile phone and click the link in the received message to complete
the verification.

Email verification: log in to your inbox and click the link in the received email to complete the verification.

Step 3: Check whether you have added users to the alarm receiving group

1. Go to the Alarm Policy page in the Tencent Cloud Observability Platform console.

2. Find the target alarm policy and click its name to go to the alarm policy management page.

3. Check whether the alarm recipients contain the user who has not received alarm notifications. If the alarm receiving
group is "not configured" or does not contain the user, see Creating Alarm Recipient Groups to add the user to the

alarm receiving group.

Alarm Recipient Object

Recipient Group Recipient Valid Period Alarm Ch:

test2 Mot set 00:00:00 - 23:5%:59 Email. 5M

Step 4: Check whether the alarm trigger conditions have been met

Checking whether the metric alarm trigger conditions have been met

For example, if the metricis CPU utilization ,the comparison operatoris > ,thethresholdis 80% ,the
measurement period is 5 minutes ,andthe durationis 2 periods , it means thatthe CPU utilization

information is collected every 5 minutes. If the CPU utilization of a CVM is measured as above 80% for 3
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consecutive periods, an alarm will be triggered. Likewise, if the duration is set to N, an alarm will be generated if the
metric monitoring data reaches the threshold for the N+1 periods.
You can log in to the Tencent Cloud Observability Platform console, select the corresponding Tencent Cloud service,

and click

i
to view the metric monitoring data, and use the time filter to check whether the metric monitoring data has met the

alarm trigger conditions. If no, no alarm notification will be sent.

View the CPU utilization of the CVM, as shown in the figure below:

TRFEZEFERR! FZRSERENTE, Shuilles! (RERUEEST u Set Alarms

Cloud Virtual Machine Last 24 hours Last 7 days Select Date  [E 10secondls) * @

e ® - N
Guangzhould) | Shanghai  Marjing  Bejing  Chengdu  Chongging  Hong CcPU MEM Private Network Bandwidth Public Network Bandwidth Disk Usage Partition Usage

Health status in past 24 hours:Exceptional(4) Alert{0) CPU CPUUtilization 4 - 2020-09-11 15:46:30
* 2- 0.5% \
e AN A Pp Al hihae oA b
g - e D Deriod: 10secondls) A IA AR A
Last hour Last 24 hours Last 7 days Select Time [
ID/CVM Monitor... | Agent Status Status Network T... CPU Average o )
Load 02 - I\ l\ ™
PR SN N SN T N ST N U NI N NN N
m Norma Running VPC Network
10 -
Basic CPU
Utilization - j
a5 L et DU NPT N | S— e etttk wpeine
W Normal Running WVPC Network 0-
MEM Memory Usage 4K -
W Normal Running WPC Netwaork MB K -
i Normal Running VPC Network Memory 40 -
Utilization 20 -
% 0-
itemn(s) in total
Private Network  Private 004 -
Bandwidth Outbound 002 -
Bandwidth o - WA A A et bt heso Ao nret s oo
Mbps

002 -
Private Inbound
Bandwidth fl
Mbps 0 B s ava e LTV JI‘JM--\ AP P s AR A AP A AN A AN

0.01

Checking whether the event alarm trigger conditions have been met

1. Go to the Product Events page in the Tencent Cloud Observability Platform console.
2. Check for event alarm records. If no records are found, the event alarm trigger conditions are not met, and therefore

no alarm notifications are sent.

©2013-2022 Tencent Cloud. All rights reserved. Page 50 of 51


https://console.tencentcloud.com/monitor
https://console.tencentcloud.com/monitor/event/product

&2 Tencent Cloud

Product Event
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Product
For event center overview and difference between product event and platform event, click here for more information [2
Last 30 days 2020-09-05 To 2020-09-11 [ Product Type: All | Event Name: All
Exceptional event Unresolved exceptions Exceptions with no configured alarms Status change
Event(3) Type Product ... | Region Affected object Object Details Status(}) Start Time Updat... + | Alarm
devicelanlp:
N 2020/09/11 2020/09/11 Mot co
GuestReboot S deviceWanlp: - ! !
Excepti.. Cleud Vir... Guangzh... : P 160258 150258 ndd
vpda:
devicelanlp: N
2020/09/11 2020/09/11 ot co
GuestReboot i g deviceWanlp: - ! !
Excepti... Cloud Vir..  Guangzh.. p 150350 150358 pad©

If the problem persists, submit a ticket.
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