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TencentOS Al MASEEA R
NVIDIA EFEsER%

mIEEFAYE: 2025-12-3017:42:12

B&i, TencentOS Server 4 2333 NVIDIA Driver 1 CUDA RIR&E1E, FEEER NVIDIA GPU 124t
TR RPM Zi#EIEE, SENIZER. RAERETH. i(tEERAKESEE ARG

AXEIEIESUEE TencentOS Server 4 ERiESEEE NVIDIA Driver 1 CUDA H&REEE, HELsEiziT L

E Al EE5MA,

BRI RER R R

3%#F TencentOS BEMRE: 6.6t ( SHEIZ/IRE ) . tNEEANRETencentOS 2 5k 3%3%! (5.4
%) , BIVEHRE TencentOS 4kr4 (6.6 W)

32§19 GPU IREIFIREL CUDA RR% :
IREhRAS IR CUDARRZA
525.147.05 12.0.1
530.41.03 12.1.1
535.274.02 12.2.2
545.29.06 12.3.2
550.163.01 12.4.1
555.58.02 12.5.1
560.35.03 12.6.3
570.195.03 12.8.1
575.64.05 12.9.1
580.95.05 13.0.1

37§/ CUDA #: 11.8.0. 12.0.1. 12.1.1. 12.2.2, 12.3.2, 12.4.1. 12.5.1. 12.6.3.
12.8.1. 12.9.1. 13.0.1,
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2% NVIDIA Driver
Z% TencentOS EPOLIR

epol-release

%% NVIDIA Driver EEzht2

It4tLA Nvidia—Driver—-570 76, ERZFEEMRA, FEHIUATESHREEZMRES, 8570FiRHBIR
WRASEIE] .

# RIRFFIREIR
dnf -y kmod-nvidia-570-dkms-open nvidia-570 nvidia-driver-570-

open

# RIRAIFER
dnf -y kmod-nvidia-570-dkms nvidia-570 nvidia-driver-570

© hA:
NVIDIA Driver 3 AFEFIAFERAE, FRLAZBBERIZSD HFREREZZNIDFIERLEMERD

AiRRAIEZIEH NVIDIA 2REL R, AERRKB NVIDIA B .runZx=SHiiREKHn, &%
B RITINEEIIRINRIMERE, BIEX NVIDIA RE-REEE85ZHF, LR DirectX. OpenGL
FERZEONTESS . REREiIAFBIEAE, XasKRFIEI)S Linux RZBERSE, #E%E
H XA EAMAFEIRE .
FHERRAIRED (40 nouveau ) 2HXHFRY, AZIERER open—gpu—kernel-modules €F
AIFFERES, BILAEIFES Linux iR . RETEIRIgEEINEE/ (e LA MAFRLHE, (BER
LHmE, MREESHE, SRIEEILEE,

R

+ BB

+ EECRENRNRGE

dnf list installed | nvidia
+ BERPER

nvidia—-smi
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A FER:
LHIERESBIEESTHMNATRSEERFIELE, SEHNREFESIESES, BAEERTIMIFRIERT
SRME,
IR (%)

MBEHRIENRE , BFERATEREIFERERIENZRE .

# EDELFTIRAER
dnf remove -y kmod-nvidia-570-dkms-open nvidia-570 nvidia-driver-570-

open

# EPEGIATRIER

dnf remove -y kmod-nvidia-570-dkms nvidia-570 nvidia-driver-570

%% CUDA

HHIHERZSENARE, TencentOS FPAKATEMEBTES R, FiHEREIIE CUDA k9B runtime
devel EFE, SMTHERAKSEER, EHRETESREFTBBHOFR, NZIFTHBEFNERIIZE
SEFENIRE.

s m EZ5 S ES HAEE
B HFa F93 7 runtime /devel BEFE

RISETHIT . .so RISEE . kX

HHESE SR TRSIETRI SR .

Hdh, runtime / devel, XNAHEBEINT:

il HHSERE ERmS

Runtime AT, .so TIEE FERETTIHE

Devel runtime . 3. .a §#SE XEE%miENEEY)IZ
=43 CUDA A
LA cuda-12-8 A6, INFREEMIEAEA, FEFHATHSHREESHNIRES, 1$12-8&itHBirhRASED
a,

Runtime 1%2%:
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-y cuda-runtime-12-8

dnf -y cuda-devel-12-8

+ BECRFEM cuda R4S

dnf list installed |
+ B& cuda RAF

nvcc —-—-version

SIRAFIHFSHS (7 )

FhRFTE A EBRT CUDA SHRAHEFRIDE, A THSIMRARI CUDA, HFIE update-alternatives
HIThRANE . iNFEFHRS CUDA ShREFHTE, 580 L3 CUDA , IKXLERFIFERAE . Hia0, SRR
CUDA 12.2 512.9 If%F, a2 RUATA I RIRE
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[root@c71022cd9591 /]# nvcc --version

nvcc: NVIDIA (R) Cuda compiler driver
Copyright (c) 20085-2825 NVIDIA Corporation
Built on Tue_May 27 ©2:21:03 PDT_2025

Cuda compilation tools, release 12.9, V12.9.86
Build cuda 12.9.rl12.9/compiler.36037853 @
[root@c71022cd9591 /]# nvidia-smi

Wed Oct 29 10:53:38 2025

| NVIDIA-SMI 535.261.03 Driver Version: 535.261.83 CUDA Version: 12.9
|---------"mr - R T oo B
| GPU Name Persistence-M | Bus-Id Disp.A | Volatile Uncorr. ECC |
| Fan Temp Perf Pwr:Usage/Cap | Memory-Usage | GPU-Util Compute M. |
| | |
I S T e el
® Tesla T4 Off | 0eeeEER0:00:09.0 Off | e |
11W / 76w | OMiB / 15360MiB | Default |

| Processes:
GI Type Process name

[root@c71022cd9591 /]# update-alternatives --config cuda
There are 2 programs which provide 'cuda’.
Selection Command

Jusr/local/cuda-12.9
/usr/local/cuda-12.2

Enter to keep the current selection[+], or type selection number: 2
[root@c71022cd9591 /]# nvcc --version

nvcc: NVIDIA (R) Cuda compiler driver

Copyright (c) 2005-2023 NVIDIA Corporation

Built on Tue_Aug_ 15 22:02:13 PDT_2023

Cuda compilation tools, release 12.2, V12.2.148

Build cuda_12.2.rl12.2/compiler.33191640 ©

[root@c71022cd9591 /]# nvidia-smi

Wed Oct 29 18:54:34 2825

| NVIDIA-SMI 535.261.03 Driver Version: 535.261.83 CUDA Version: 12.2

|- === o m o dm o +
| GPU Name Persistence-M | Bus-Id Disp.A | Volatile Uncorr. ECC |
| Fan Temp Perf Pwr:Usage/Cap | Memory-Usage | GPU-Util Compute M. |
| | |

B
| ©@ Tesla T4 Off | 00000ER0:00:09.0 OFf | o |
| NJA - 38C 12W / 76W | 2MiB / 15360MiB | Default |
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e e P e e e e PR +

£ CUDA A (wik)

NSk CUDA R, 52U TS BHHEE R CUDA £,
Runtime :

dnf remove -y cuda-runtime-12-8 cuda-toolkit-12-8-config-common

Devel f1:

dnf remove -y cuda-runtime-12-8 cuda-toolkit-12-8-config-common cuda-1

2—-8 cuda-devel-12-8 cuda-toolkit-12-8

Al RAZRES®IIE
BEFAEE (LA vLLM E22M Qwen 561 )
K uv

+ FEH uw
dnf

pip

# WEEER o TiR, SHeebiBKifihse
uv pip v1lm==0.10.0 —--system

BESsfEEh

# B35 viim BRSS, WBEUKHERY (LA owen HI)

vllm serve "Qwen/Qwen3-0.6B"

# EBHREERE, IRXMTHESERS

vllm serve "Qwen/Qwen3-0.6B" —-—gpu-memory-utilization 0.7 —--max-model-

len 1024 --max-num-segs 4 —--dtype floatl6 —--block-size 16

ERRER:
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Bl Tk

—-X POST "http://localhost:8000/v1/chat/completions"” -H "Content-

Type: application/json" —--data '{"model": "Qwen/Qwen3-0.6B", "messages":

[{"role": "user","content": "What is the capital of France?"}]}'

7%l: Python fCiBEPEMMER

BlEpythontER, ABUIT:
from vllm import LLM, SamplingParams

from transformers import AutoTokenizer

# HIRIEEI S

model_path = "Qwen/Qwen3-0.6B" # ERASCIFMERIRE

1lm = LLM(
model=model_path,
dtype="half", +# BFE¥XIEEHEE (rri6)
trust_remote_code=True, # XJHugging Facel@BIWRAR
tensor_parallel_size=1, # EGPU@?E’
gpu_memory_utilization=0.8 # Z{FFIFA=REFH

+ BCEERSH

sampling_params = SamplingParams (
temperature=0.7,
top_p=0.95,
max_tokens=256,

repetition_penalty=1.1

# HEIHEERR
messages = [
{"role": "system", "content": "{RE—MFA"},
{"role": "user", "content": "BE—EXFEXNLSHEG "
]
tokenizer = AutoTokenizer.from_pretrained (model_path)
prompt = tokenizer.apply_chat_template (

conversation=messages,

IRIRERE: BR=ITE (1bF) BRSEAE
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tokenize=False,

add_generation_prompt=True

# HATHEE
outputs = llm.generate (
prompts=[prompt],

sampling_params=sampling_params

# MHESR

for output in outputs:
generated_text = output.outputs[0].text
print (E"HERKEEER: \n{generated_text}")

ETXEE (LA Ollama + Qwen =6l )
-

# BRI
dnf -y
# THRRRMAHZE

-fsSL https://ollama.com/install.sh |

# BRS3I2EN

ollama serve

# RIERAHEEY (LEREEA owen J9f31)

ollama run gwen3:0.6b

ERinE
nvidia—smi 27RfJ CUDA Version 53Ekx CUDA Toolkit i&F—=

IRIRERA: BRmITE (1bF) BREEAR 511 4#£25]
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nvidia—smi 2389 CUDA Version 53fx CUDA Toolkit lRAF—HEREENR, REEFRERRFRE
EHIRRAEE . nvidia—smi S5 <$IREISZEERA, Driver Version 2XHaiR&EAIEEIME, CUDA Version {%
RENFrsziFRYERS CUDA Runtime API kR4S, HIEZEIZR%EAY CUDA Toolkit kR4, tIEEES CUDA
Toolkit k4, iBMIT nvec —-version @<,

cuda—-compat @& ( Driver 5 CUDA &3 )

£ CUDA &£, 7R CUDA IRFBIBSZ&AEERNIENZFIRS . iFL, 849 CUDA TESHEERM
7 NVIDIA BRRzhiERFE, IWIREEFES 22T ZRA CUDA TREMSIANSIINEE, EE% CUDA
WRAFFRB EREZICES . IDRERBMHRMAIRAT KR o

XTF CUDA RASIEMRFRNIVRXER, 52X ELRALEGRE . B2, EXFNAGRE, MNREERRX
MEEERXER, FINEIRMRAIRE) EiE{T=hRARI CUDA, & EERHRIIER Liz1TIHMAA CUDA, &
A rlig eS| R FRA R .

HiEEShRA CUDA EE|HE B LRNETHRR, ERZIIHET cuda—compat BLASEMFERERE, HLhR
MER, HEMAZEH, SRE CUDA (XaEARAZRREFrZiFimReR4a CUDA FRE&INEE, miixERE
CUDA A& mu#hiSRIThEE, MIDEEAIEEMERSE, XU CUDA RA#HIT “PER" L1,
B{FSieT:
EIRASFeEFTF CUDA IRE, CUDA %% cuda—compat, E1TIEE; &% cuda—compat, AJ&E
EERE.
IXEERAETF CUDA BRA, CUDA #4i&% cuda—compat.

{EiE4 CUDA LizfT Al {238 (vLLM ) BIEESCAHRREK R

VLLM # OS2 B S ERE C++/CUDA Wik, FEER PyTorch, fiFRIHEEISERZAI CUDA &130Y,
5 PyTorch £ CUDA hRAEHEX . TShRAEY vLLM #HZ2ARERHRY Py Torch Ri#{T1952, ELERRIRZ
AIRS CUDA HiRHEHE vLLM BISHIIXE symbol RKiTE, BMRIBEETSEMTEE:

[root@42ce384e979b /]# nvcc --version
nvcc: NVIDIA (R) Cuda compiler driver
Copyright (c) 2005-2024 NVIDIA Corporation
Built on Thu_Mar_28 ©2:18:24 PDT_2024
Cuda compilation tools, release 12.4, V12.4.131
Build cuda 12.4.r12.4/compiler.34097967_ 0
[root@42ce384e979b /]# vllm serve "Qwen/Qwen3-0.6B" --gpu-memory-utilization ©.7 --max-model-len 1624 --max-num-seqs 4 --dtype floatl6 --block-size 16
Traceback (most recent call last):
File "/usr/local/bin/v1lm", line 4, in <module>
from vllm.entrypoints.cli.main import main
File "/usr/local/1ib64/python3.11/site-packages/v1lm/__init _.py", line 14, in <module>
import vllm.env_override # noga: F401

File "/usr/local/1ib64/python3.11/site-packages/vllm/env_override.py”, line 5, in <module>
import torch

File "/usr/local/l1ib64/python3.11/site-packages/torch/__init__.py", line 489, in <module>
from torch._C import * # noga: F403

ImportError: /usr/local/lib64/python3.11/site-packages/torch/lib/libtorch_cpu.so: undefined symbol: cuptiActivityEnableDriverApi, version libcupti.so.12

a0, £ CUDA 12.2 fhéRiE vLLM BFHEL CUPTI 8% symbol #R&kiazl, o5&, PyTorch/Triton
B8 CUPTI EE@SFREMSS, (B CUDA12.2 851 CUPTI EfRVFIERS:

IRIFRE: BR=IE (16F) BREEAR 5512 #£25]
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[root@89fddb9a7ac6 /1# nm -D /usr/local/lib/python3.11/site-packages/n /cuda_cupti/lib/libcupti.so0.12 | grep cuptiActivityEnableDriver
000000000012b7€0 T Api@@libcupti.so.12
[root@89fddb9a7ac6 /1# nm -D /usr/local/1ib64/python3.11/site—packages/triton/backends/nvidia/1ib/cupti/libcupti.s0.12 | grep cuptiActivityEnableDriver

0000000000107700 T Api@@libcupti.so.12
[root@89fddb9a7ac6 /1# nm -D /usr/local/cuda-12.2/extras/CUPTI/1ib64/libcupti.so0.12 | grep cuptiActivityEnableDriver

Ni%BIEIRAAY CUDA 12.9 RIS, Mit&Ra&E4 symbol HAIMRINES:

[root@42ce384e979b /1# nm -D /usr/local/lib/python3.11/site—packages/nvidia/cuda_cupti/1lib/libcupti.so0.12 | grep cuptiActivityEnableDriver
000000000012b7e0 T Api@@libcupti.so.12

[root@42ce384e979b /1# nm -D /usr/local/cuda-12.2/extras/CUPTI/1ib64/1ibcupti.so0.12 | grep cuptiActivityEnableDriver

nm: '/usr/local/cuda-12.2/extras/CUPTI/1ib64/1libcupti.so.12': No such file

[root@42ce384e979b /1# nm -D /usr/local/cuda-12.9/extras/CUPTI/1ib64/1libcupti.so0.12 | grep cuptiActivityEnableDriver

000000000010b5c0 T Api@@libcupti.so.12

[root@42ce384e979b /1# i

root@42ce384e979b /[# nvcc --version
nvcc: NVIDIA (R) Cuda compiler driver
Copyright (c) 2005-2025 NVIDIA Corporation
Built on Fri_Feb_21_20:23:50_PST_2025
Cuda compilation tools, release 12.8, V12.8.93
Build cuda_12.8.r12.8/compiler.35583870_0
[root@42ce384e979b /]# vllm serve "Qwen/Qwen3-@.6B" --gpu-memory-utilization .7 --max-model-len 1024 --max-num-seqs 4 --dtype floatl6 --block-size 16
INFO 11-06 19:46:53 [__init__.py:235] Automatically detected platform cuda.
INFO 11-06 19 7 [api_server.py:1755] VvLLM API server version 0.10.0
INFO 11-86 19:46:57 [cli_args.py:261] non-default args: {'model_tag': 'Qwen/Qwen3-0.6B', "dtype': 'floatl6', 'max_model len': 1024, 'block size': 16, 'gpu_memory uti
lization': ©.7, 'max_num_seqgs': 4}
“torch_dtype® is deprecated! Use “dtype” instead!
WARNING 11-86 19:47:08 [config.py:3443] Casting torch.bfloatl6 to torch.floatl6.
INFO 11-06 19 8 [config.py:1604] Using max model len 1024
WARNING 11-86 19:47:08 [arg utils.py:1690] Compute Capability < 8.0 is not supported by the V1 Engine. Falling back to V@.
INFO 11-06 19:47:08 [apl server.py:268] Started engine process with PID 286
INFO 11-06 19 __init__.py:235] Automatically detected platform cuda.
INFO 11-06 19: ne.py:228] Inltlallzlng a V@ LLM engine (v0.10.0) with config: model='Qwen/Qwen3-@.6B', speculative_config=None, tokenizer='Qwen/Qwen3-©

, max_seq_ Ten= 1024, download |_dir=None, load format LoadFormat. AUTO, tensor parallel i i ine_| _size=1, disable_custom_all_reduce=False, quantization=N
one, enforce eager=False, kv cache dtype=auto, device config=cuda, decoding i ing ig =" 3 i fallback=False, disable any whitespace=Fal

KEER, SUBEdiRENERE, BENSIEERERNZRE (.soXf) HIERE. SEiTHERERE CUDA
EFRYIERRRY, RASMAEINBERPEREN . BiFaSWT:

export LD_LIBRARY_ PATH=/usr/local/lib/python3.11/site-

packages/nvidia/cuda_cupti/lib

IRIFRE: BR=IE (16F) BREEAR $13 #25m
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Ki& MetaX BPESERE
IEEHAYE: 2025-12-30 17:42:12

BEi, TencentOS Server 8 iAlE MetaX IRz5 MXMACA SDK HIESESZF, AERAKE GPU 124t
TREN RPM Ti#fliEE, SIERNZEEE. RAEETH. it8ER Al B35S AM,

A EIFIESUNEITE TencentOS Server 4 LRETHIAIE MetaX IBzS5 MXMACA SDK HIZEEFE, H
TigiziT EE Al iHBIS5RMA,

EREFRERRIRAA

%% TencentOS BEMRE: EERAZERESNTER, [CHFZRPRERARAZEA, NRESHTHRTFZ
BERZRAE, BEARPZ (80 dnf install kernel-6.6.98-40.2.t14 ) . [@RY, #E{EH
MXMACA-sdk 3EzhRT, #iX GCC IREASREFREITHRIFIF—E, CMake IRAEFEF 3.10,

O ERE:
HEIRMERZRZNILE S, TRESSHEFRARBERLNFES DR, ERIERZALRE, BFxD
THEAERTRELEIMNEE, BNRSFHEEEUIRFEEEE,
MEZREFSFZISHPZIRE, BEREXHHEK, OC #EXS5AEEHIBRRTERIF.

CPU% MERS SZFFRZhRAS

x86_64 TencentOS 3 5.4.241-24.0017.23.113
x86_64 TencentOS 4 6.6.92-34.1.t114
x86_64 TencentOS 4 6.6.98-40.2.tl14

259 GPU i”%: iAIEi&= C500/C550/C588/C600/N260 &5l
MetaX BaIREFRE: 3.1.0.26
HthER:
PCle #Z3%3#F Genb5 X16,
MMIO ZFiE#HRE GPU tRR&EREERK.
IRSSEEEEIRHEENRAKITIERE
B4 PCle BBii#E GPU BERAIHEBER,

HReE
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ANEMEXKRL R, TEUTHERARZERNE, SEIIUATHIWARRHRAFSER, RRNEERSE, 88
CPU &4, BERFRFHAZRAHEEMIFMRER , EFEHT—IANE, $30 EMFEERERE
RIRTEHRR

4+ B cru %249

—m

# MNERERFRA

lsb_release -a

# 1EAZMRA

# UMPZRAFTHERR, BEARERERNEHRERIAG AL

dnf kernel-6.6.98-40.2.t14

# NEEECREIBRIE
yum list installed | metax—-driver
+ WMERFIAWRED, BT

yum remove metax-driver

# B8 cru IREERIR!

lspci | 9999

% MetaX IR MXMACA SDK
4 TencentOS EPOL iR

WN{EA TencentOS 4 &%, i555%% EPOL extras #X{4iR:

@ %HB:
TencentOS 3EAZEEFARFARLERE . MIEEFEBXER, 5 BEHI -

dnf epol-extras-release

T4 MetaX IEzhE
TRIRE AR :

IRIFRE: BR=IE (16F) BREEAR 8515 #25m
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metax—-driver-3.1.0.26

BEfFH S (7% )

MHBIRABHEECHIIR (NRLFRE. REHDM ) iFFSSERFFESET, BFHEEE . MetaX &7l
GPU EBEAEBETARERTHE mx—smi WEHEHHITHE . mx—smi TEBMTERFERDZEREA /opt /mxdrive
r/bin BFETFo.

+ BEZRIEHFRAE

mx—-smi —-show-version

# HREW (Froot )

mx—-smi —-u /lib/firmware/metax/mxc500/mxvbios—xxx.bin -t 600

HREFERRFEY.
A FER:
IO ERSSBIEES TN ATIRSHEEFIZLLE, MXEHIREFESIESESX . ERIBHITFHIERESE
Eo
B ERE (i)

MEFEER GPU BY SR-IOV EHEHIEINGE, ISLHESHNEMERSESER, 5%% mxgvm ITH
&

A R
WMIERNSIHEFREESER SR-I0OV EHEMLINGE, BIVERERE mxgvm THE, EAREZT
BaGreSHERLEENE GPU BEHRE, SIR—RIIEMLHITZIKE GPU FiE. BEFRAIEBESR
EhETEIOR, ENRANREEMEEER,

[EF SR-I0V IhgEiE, ¥ GPU aI'SEHMEHEIMLIFE, EIHS4 VF (EHIIhEE ) 8%, XL VF ig&(E
RARiE, BEeEEENL, @E metax—driver IRHEIEZAR, TMSHNHIBELESERSS, Ba4iEEEN
N, AENKERHERCESS.

% mxgvm B, EHREBmERE metax—driver, TEFEIRE ., HEASEMNAT, libvirt 850§ GPU 18

&M metax—driver 48, FHE|IRGPEER viio ( EHITHEE 1/0 ) IBEh, FREREMINIERIRBNESE.

g, EHWNMAERSE GPU IEETE. RiIFEm(EltaE, FHRMERE metax—driver IBxl, LAHRSZENMER A

REKo

IRIFRE: BR=IE (16F) BREEAR 5516 #25m
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R

BERMEZERER

Z% MXMACA SDK &

BFHEX RPM K3, HEFERMTHS—RRR. FXSEEMII MXMACA SDK RPM 858, E2R
MEFEEER -

Al ERREEWIE
HIEY Al iR

EABELRAREHR > REETR > Al ATEMHEFE NEEEMFBESR, LWkl vLLM 1E22 B, B

wget SRR, HITIERARSREE:

B | ANTEEERFS [ vLLM [0.10.2kRA KA E]

o maca-vlim-metax-0.11.0-py310-3.3.0.11-linux-aarch64.tar.xz

$iIE): 2025-12-16 13:45:16

maca-vlim-metax-0.11.0-py310-3.3.0.11-linux-x86_64.tar.xz

5 A 2025-12-16 13:45:16

maca-vlim-metax-0.11.0-py312-3.3.0.11-linux-aarch64.tar.xz

vlim:0.11.0
5-12-16 13:45:16

maca-vlim-metax-0.11.0-py312-3.3.0.11-linux-x86_64.tar.xz

fiiflE]: 2025-12-16 13:45:16 K/\: 423.81KB

maca-vlim-metax-0.10.2-py310-3.2.1.7-linux-aarch64.tar.xz

EHATE: 2025-11-10 14:26:07

maca-vlim-metax-0.10.2-py310-3.2.1.7-linux-x86_64.tar.xz

IRIRERE: BR=ITE (1bF) BRSEAE

EEHRE
woetLEH TH

REMRE
woet@ REH TH

EEHT
woet®LEH TH

REHE

BREHRE
woetdLEH TH

BEHRE
wgetLEH TH

SHIMD5

SHIMD5

SHIMD5

SHIMD5

£HIMD5

SHIMD5
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OR1:F
TencentOS 4 {¥3z#F Python 3.11 & 3.12 kg4, BELLTEARIZERAEY Al 25203, iB(#EA py311
py312 BIRRAS o

ficE cu-bridge i

B2 THAHEE cu-bridge #i&E:

dnf -y cmake

export MACA_PATH=/opt/maca

https://gitee.com/metax—-maca/cu-bridge/repository/archive/3.1.0.zip

3.1.0.zip
cu-bridge-3.1.0 cu-bridge
755 cu-bridge -Rf
cd cu-bridge
build && cd ./build
cmake —-DCMAKE_INSTALL_PREFIX=/opt/maca/tools/cu-bridge

&&

export MACA_PATH=/opt/maca

export CUCC_PATH=/opt/maca/tools/cu-bridge

export PATH=S$SPATH:S \TH} /tools: CC_PATH}/bin

export CUCC_CMAKE_ENT ) # EEE(ER cu-bridge &Il cMake BRSS

export CUDA_PATH=¢ >ATH } # cUuDA_PATH ANAEEME cu-bridge RIEHIE

AERPIET A ERRXERFEFEREEN GPU 88H, REEBEEN GPU, EEZB/MTHEMAR (WiEHE

Docker Run (##&F5%) :
HWERIT Docker Run AXNE@EBE N GPU, TS EEEE, BeEEEEKINKTIEER:

run —-it —--restart=always —--device=/dev/dri —--device=/dev/mxcd —-—
device=/dev/infiniband ——-group—-add video —--name deepspeed_test —-—
network=host —--security-opt seccomp=unconfined --security-opt

apparmor=unconfined --shm-size 100gb --ulimit memlock=-1 --—

privileged=true -v /home:/home [image_id]

IRIFRE: BR=IE (16F) BREEAR 18 #25m
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Metax—docker Run :

1. &% Metax—docker:
BOAEFEELR, EIRZEATHR > Metax—docker, HEiZRNE FTHEXEES, BESRBESIILTE
NEE,

z§ metax—docker
metax—docker
—C metax—-docker —-xvf metax—-docker_ 0.13.1.tar
cd metax—-docker

./metax—-docker 0.13.1.<ARCH>.run

2. i/ Metax—docker:
BEEBERESTHEFTF 19.03 lRAH Docker TH, RENERFEENLEEERZTET MXMACA Ptk

EaSEPRFERE=CPU

metax-docker run —-it —-rm —-—-gpus=all user—-application:1.0 /bin/bash

Metax-docker Z#5E75 Docker WEEHSREE, HE .run S TIFRITINSE, #1BESH Metax—
docker EAES .

ETAEE (A vLLM+Qwen 56l )

# T&E modelscope

pip modelscope

# RIERAHEE (LA owen J9f5)

modelscope download ——model 'Qwen/Qwen2-7b'

# 1B1TIRS
vllm serve /root/.cache/modelscope/hub/models/Qwen/Qwen2-7b ——port 8000

——served-model—-name Qwen2-7b —--served-model-name Qwen/Qwen2-7b

+ SeLiRFIA curl Mhd

IRIRERA: BRmITE (1bF) BREEAR 5819 #25m
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O BHS

http://localhost:8000/v1l/chat/completions -H "Content-Type:

application/json" -d '"{"model":

"Re— 1" EEMEIFE" ), {"role":
WEEEEREMP? "], "max_tokens":

"Qwen/Qwen2-7b", "messages":

[{"role": "system", "content": "user",

"content": 100, "temperature": 0.7}

PR

fS—: KEEER

p=

Ixz

SDK

Xi4E
metax—driver—3.1.0.26-1.x86_64.rpm
metax-linux—3.1.0.26-1.x86_64.rpm
mxgvm-3.0.26-1.x86_64.rpm
mxfw-3.1.0—-1.noarch.rpm
mxsmt-3.1.0-1.x86_64.rpm

commonlib_3.1.0-3.1.0.19-
1.x86_64.rpm

maca_sdk-3.1.0.19-1.x86_64.rpm

maca_sdk_3.1.0-3.1.0.19-
1.x86_64.rpm

macainfo_3.1.0-3.1.0.19-
1.x86_64.rpm

mcanalyzer_3.1.0-3.1.0.19-
1.x86_64.rpm

mcblas_3.1.0-3.1.0.19-1.x86_64.rpm

mcblaslt_3.1.0-3.1.0.19-
1.x86_64.rpm

mcccl_3.1.0-3.1.0.19-1.x86_64.rpm

mcccltests—-3.1.0-3.1.0.19-
1.x86_64.rpm

IRIRERE: BR=ITE (1bF) BRSEAE

84
metax—driver
metax—linux
mxgvm

mxfw

mxsmt

commonlib

maca_sdk

maca_sdk

macainfo

mcanalyzer

mcblas

mcblaslt

mcccl

mcccltests
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O BAT

mccompiler_3.1.0-3.1.0.19-
1.x86_64.rpm

mcdnn_3.1.0-3.1.0.19-1.x86_64.rpm
mcfft_3.1.0-3.1.0.19-1.x86_64.rpm
mcfile_3.1.0-3.1.0.19-1.x86_64.rpm

mcflashattn_3.1.0-3.1.0.19-
1.x86_64.rpm

mcflashinfer_3.1.0-3.1.0.19-
1.x86_64.rpm

mcgpufort_3.1.0-3.1.0.19-
1.x86_64.rpm

mchotspot_3.1.0-3.1.0.19-
1.x86_64.rpm

mcimage_3.1.0-3.1.0.19-
1.x86_64.rpm

mcjpeg_3.1.0-3.1.0.19-1.x86_64.rpm

mckernellib_3.1.0-3.1.0.19-
1.x86_64.rpm

mcmathlib_3.1.0-3.1.0.19-
1.x86_64.rpm

mcpti_3.1.0-3.1.0.19-1.x86_64.rpm
mcrand_3.1.0-3.1.0.19-1.x86_64.rpm

mcruntime_3.1.0-3.1.0.19-
1.x86_64.rpm

mcsolver_3.1.0-3.1.0.19-
1.x86_64.rpm

mcsolverit_3.1.0-3.1.0.19-
1.x86_64.rpm

mcsparse_3.1.0-3.1.0.19-
1.x86_64.rpm

IRIFRE: BR=ItE (Ib5R) BRSEAR

TencentOS Server

mccompiler

mcdnn
mcfft

mcfile

mcflashattn

mcflashinfer

mcgpufort

mchotspot

mcimage

mcjpeg

mckernellib

mcmathlib

mcpti

mcrand

mcruntime

mcsolver

mcsolverit

mcsparse
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mcthrust_3.1.0-3.1.0.19-
1.x86_64.rpm

mctlass_3.1.0-3.1.0.19-1.x86_64.rpm

mctoolext_3.1.0-3.1.0.19-
1.x86_64.rpm

mctracer-3.1.0-3.1.0.19-
1.x86_64.rpm

metax—fabricmanager_3.1.0-
3.1.0.19-1.x86_64.rpm

mxccl_plugin_3.1.0-3.1.0.19-
1.x86_64.rpm

mxcompute_3.1.0-3.1.0.19-
1.x86_64.rpm

mxdiagease-3.1.0-3.1.0.19-
1.x86_64.rpm

mxexporter-3.1.0-3.1.0.19-
1.x86_64.rpm

mxffmpeg-3.1.0-3.1.0.19-
1.x86_64.rpm

mxffmpeg-dev-3.1.0-3.1.0.19-
1.x86_64.rpm

mxfortran_3.1.0-3.1.0.19-
1.x86_64.rpm

mxgdrcopy-3.1.0-3.1.0.19-
1.x86_64.rpm

mxgpu_Illvm_3.1.0-3.1.0.19-
1.x86_64.rpm

mxkw_3.1.0-3.1.0.19-1.x86_64.rpm

mxmaca-install-3.1.0-3.1.0.19-
1.x86_64.rpm

mxompi-3.1.0-3.1.0.19-
1.x86_64.rpm

IRIFRE: BR=ItE (Ib5R) BRSEAR

TencentOS Server

mcthrust

mctlass

mctoolext

mctracer

metax—fabricmanager

mxccl_plugin

mxcompute

mxdiagease

mxexporter

mxffmpeg

mxffmpeg-dev

mxfortran

mxgdrcopy

mxgpu_Illvm

mxkw

mxmaca-install
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mxreport-3.1.0-3.1.0.19-

1.x86_64.rpm mxreport

mxsm1-devel-3.1.0-3.1.0.19-

1.x86_64.rpm mxsm1-devel

mxucx—-3.1.0-3.1.0.19-1.x86_64.rpm mxucx
mxvpu_3.1.0-3.1.0.19-1.x86_64.rpm mxvpu
mxvs—3.1.0-3.1.0.19-1.x86_64.rpm mxvs

sample_3.1.0-3.1.0.19-1.x86_64.rpm sample

vscode—-clangd_3.1.0-3.1.0.19-

1.x86_64.rpm vscode—clangd

@ xHB:
Heh:
metax—driver 2IRHBTER, LRI metax—linux/imxfw/mxsmt,

mxgvm Z2EHMEIENE, LR metax—linux.

MR ARM=RY GPU MBEFRSSFEM

IRIRERE: BR=ITE (1bF) BRSEAE

TencentOS Server
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Data Center Al Training/ inference Science Applications User Applications

Application

Libraries | MACADNN Flash Attn ipeg, ffmpeg Compiler Tools

BLAS, FFT, Sparse, Solver, Random, MPL MCCL — Mana_gerr]ent/
Eigen, Thrust, CUB, ... Validation
MXMACA SDK

Language Debugger

Runtime API C/C++ (MACA C++) Python

Profiler /
Tracer

PCle PCle

MetaXLink

BR=: AWM= C500. C550RFIEHSHII=E

. &R Eif EiEfe i
s CPU 7T 1N OEM/I /& g

REEE.
com =, B%
Intel B, B8R
mon e
E AR, swiEA: BFEMAU PCle Al REBIS, BTE
TS BR. ZiE. 4P, EENREESER OEM 7S,
N SRS hTEREER
— M. HHiee o IGFMEIH: @iZ C500 4-FHiERIMEZIF4F PCle
C50 8%4  bala = EAE. ARS3 2842 883RF (common, balance,
0 = nce 22 chy cascade, BHif) , EBRNEXiGiTERSR.
A o ZLFE: X Intel BigYs. €. ERISSEARINE
in CPU F£&,
A bala ~ o FYRSE: EEXMAMNEZIHES N ERHIIMEEREED
S50 . @ KT EHISTET.
00C
BERARS casc R, £

920 ade ERIRFE

IRIFRE: BR=ItE (It ) BRSEATF 5824 #25m|



O BAT

C55 bala
Intel
0 nce

IRIFRE: BR=ItE (Ib5R) BRSEAR

HEER .
E=. BX
18, BR

7 \\/
T, ¢

TencentOS Server

o ZRQiEMA: EFRM6U/8U OAM Al IRSHRAZE, ]
& OAM 1.5/2.0t%ifE, =J1§ UBB+OAM {EJE{k
Stlki#iTiEle, EFESBEER OEM I &,

o FRIMSEH: @ C550 8RE=HEHRINEIMBI6GB/s
ERSETEREREREE, ASXRlFitEESRERE

ARS3ERERtLESRIERE

o ZFE: 3 Intel RigsE. ChE. ERISFERIE

ift CPU E£&,

o BASRE: EXEMAIURZIHES N EAIURERD

EHREIET,

o BSHE: RURPISEASKS OAM IRS5:RE

fic, SIS OAM ERFXIIERE,

§825 #25m)



