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In the public network application-based and public network (with static IP) cloud load balancer

instances, HTTP/HTTPS protocol is supported to enable gzip compression by users by default.

Compressing web pages via the gzip feature can effectively reduce the amount of data transmitted on the

network and improve the access speed of the client browser. When using the feature, please keep the

following in mind:

1. Notes

GZIP of back-end CVM is required to be enabled synchronously 

For common Nginx service containers, you must enable GZIP in their configuration files (nginx.conf by

default) and restart the service

gzip on; 

Now the cloud load balancer supports file types below. And you can specify the file type in the

gzip_types configuration item for compressing

application/atom+xml application/javascript application/json application/rss+xml application/vn
d.ms-fontobject application/x-font-ttf application/x-web-app-manifest+json application/xhtml+x
ml application/xml font/opentype image/svg+xml image/x-icon text/css text/plain text/x-compon
ent; 

Note: GZIP support for the above file types must be enabled synchronously in the backend ECS

business software of cloud load balancer.

A compression request flag must be contained in the client request 

You need to enable compression, and the client must carry the following flag for requests:

Accept-Encoding: gzip,deflate,sdch 

2. Example of GZIP Enabling Process by Backend CVM

Operating environment of example Cloud Vitural Machine: Debian 6

1. Use vim to open the Nginx configuration file by user path:

vim /etc/nginx/nginx.conf 

2. Find the following codes:

Best Practise
Enabling Gzip Configuration & Testing
Last updated：2017-12-15 16:09:22
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gzip on; 
gzip_min_length 1k; 
gzip_buffers 4 16k; 
gzip_http_version 1.1; 
gzip_comp_level 2; 
gzip_types text/html application/json; 

Detailed syntax of the above codes: 

gzip: enable or disable gzip module.

Syntax: gzip on/off  
 

Scope: http, server, location

gzip_min_length: Set the minimum bytes for a page allowed to be compressed. The number of bytes for a

page is obtained from the Content-Length of header. The default value is 1k.

Syntax: gzip_min_length length 
 

Scope: http, server, location

gzip_buffers: Set how many units of cache are used by system to store the gzip compressed result data

flow. 4 16k represents the unit is 16k, and memory is applied by four times of 16k according to the

original data size.

Syntax: gzip_buffers number size 
 

Scope: http, server, location

gzip_comp_level: gzip compression ratio. The range is 1 ~ 9. 1 presents the minimum compression ratio

with the fastest processing speed, while 9 presents the maximum compression ratio with the slowest

processing speed (faster transmission but more CPU consumption).
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Syntax: gzip_comp_level 1..9 
 

Scope: http, server, location

gzip_http_level: The lowest version of HTTP allowed to use the gzip feature. If HTTP/1.0 is set, the gzip

feature can be used for HTTP/1.0 and is upward compatible with HTTP/1.1. Since Tencent Cloud now

supports HTTP/1.1 across the network, no changes are required.

Syntax: gzip_http_version 1.0 | 1.1; 

Scope: http, server, location

gzip_types: Match MIME types for compression. "text/html" type will be compressed by default. In

addition, gzip under Nginx does not compress static resource files such as javascript and images by

default. You can specify the MIME types to be compressed via gzip_types, and other types will not be

compressed. For example, if json format data needs to be compressed, you need to add

application/json data in this statement 

The supported types are as follows:

text/html text/plain text/css application/x-javascript text/javascript application/xml

Syntax: gzip_types mime-type [mime-type ...] 

Scope: http, server, location

3 . If the configuration changes, save the file and exit, go to the Nginx bin file directory, and execute the

following command to reload Nginx

./nginx -s reload 

1. Use the curl command to test whether gzip was successfully enabled

curl -I -H "Accept-Encoding: gzip, deflate" "http://cloud.tencent.com/example/" 
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SSL certificates can be deployed to the cloud load balancer as follows:

1. Select a Certificate

Apply for a certificate (refer to Apply for a Free Domain Certificate or select a certificate to upload, expand

"More" operation, and select "Deploy to Cloud Load Balancer". 

2. Select an LB Instance

Select only one LB instance according to the project and region (South China region - Shenzhen Finance

not supported). 

Deploy Certificate to Load Balancer
Last updated：2017-12-05 17:20:43

https://cloud.tencent.com/document/product/400/6814
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3. Create a Listener

Go to the CLB console, open the "Create a Listener" pop-up window, switch the protocol port to Https,

select the specified server certificate, and then complete the rest configurations. 
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4. Complete Other Configurations

Continue completing other configurations to create a listener, and then you can get a cloud load

balancer with Https.
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Applying for Domain Validation (DV) SSL Certificate

1. Application Entry

Enter the SSL certificate management console 

Apply for HTTPS Certificate
Last updated：2018-05-28 18:22:50
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Click "Apply for Certificate" 

View the model of the applied domain validation certificate, and click "OK"
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2. Filling in the Application

Fill in the applied domain, note that it is not supported to apply for top-level domains (e.g. qcloud com),

please enter second-level, third-level domains such as cloud.tencent.com, demo.test.qlcoud.com. 
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3. DNS Verification

3.1 Manual DNS Verification

Certificates support manual DNS verification by default, please refer to Details for detailed verification

method. 

3.2 Choosing Automatic DNS Verification

If Cloud Resolution Platform is added successfully for the applied domain, the domain will support

automatic DNS verification. Refer to Details for detailed verification method. 

https://cloud.tencent.com/doc/product/400/4142#2.-.E6.89.8B.E5.8A.A8dns.E9.AA.8C.E8.AF.81
https://console.cloud.tencent.com/cns/domains
https://cloud.tencent.com/doc/product/400/4142#1.-.E8.87.AA.E5.8A.A8dns.E9.AA.8C.E8.AF.81
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4. Submitting the Application

4.1 Identity Verification after Submission

When application is successfully submitted, a pop-up window will appear, notifying that you need to go

to the "Certificate Detail Page" to obtain the CName record and add resolution: 

The process of obtaining the CName record is shown in Tips, please add resolution as soon as possible so

that it can be approved by CA: 
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4.2 Failed to Submit Application

The pop-up window shown below indicates that the submitted domain is not approved by CA's security

verification. Refer to Reasons for Failed Security Verification for detailed reasons. 

https://cloud.tencent.com/doc/product/400/5439
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1. About Cloud Load Balance Capability

Tencent Cloud's CLB has achieved significant improvement in HTTPS performance based on the deep

optimization of protocol stack and servers. At the same time, our cooperation with world-leading

certificate providers saves the cost on certificates. Tencent Cloud's CLB brings substantial benefits for your

business in the following aspects:

1. The use of HTTPS does not affect the access speed of Client.

2. A single CVM in a cluster features a fast SSL encryption and decryption capability, with the full

handshakes reaching up to 65,000 cps. This is at least 3.5 times faster than that when high-performance

CPU is relied on, which greatly reduces the server costs, enhances the service capacity at the time of

business volume and traffic surges and achieves a stronger computing-based anti-attack capability.

3. CLB supports the unmount and translation of a variety of protocols. CLB reduces business backend's

stress of supporting various protocols for the client. Business backend just needs to support HTTP1.1 to

use various versions of protocols such as HTTP2, SPDY, SSL3.0 and TLS1.2.

4. One-stop service covering SSL certificate application, monitoring and replacement. By working with

world-leading certificate vendors including Comodo and Symantec, we have significantly simplified

certificate application procedures and reduced relevant costs.

5. Anti-CC and WAF features CLB can effectively prevent application-level attacks such as slow

connection, high-frequency targeted attack, SQL injection and website malicious code.

2. HTTP and HTTPS Header Identifier

CLB acts as a proxy for HTTPS. Both HTTP and HTTPS requests become HTTP requests when forwarded to

the backend CVM by CLB. In this case, the developer is not able to distinguish whether the frontend

request is HTTP or HTTPS.

Tencent CLB implants X-Client-Proto into the header when it forwards the request to the backend CVM:

X - Client - Proto: http (frontend request is an HTTP request) 

X - Client - Proto: https (frontend request is an HTTPS request)

3. Starting Configuration

HTTPS Forwarding Configurations
Last updated：2018-08-23 16:04:52
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Assume that a user needs to configure the website https://example.com. The developer wants users to

directly access the website securely through HTTPS protocol by simply entering www.example.com in the

browser.

In this case, www.example.com request entered by the user is forwarded as follows:

1. The request is transmitted via HTTP protocol and accesses port 80 of the load balancer listener via VIP.

Then it is forwarded to port 8080 of the backend CVM.

2. By configuring rewrite operation on nginx of the Tencent Cloud backend server, the request is pass

through port 8080 and is re-written to the https://example.com page.

3. Then the browser sends https://example.com request to the corresponding HTTPS site again. The

request accesses port 443 of the load balancer listener via VIP, and then it is forwarded to port 80 of the

backend CVM.

At this point, the request forwarding process is finished.

This operation rewrites user's HTTP request into a more secure HTTPS request without being noticed. To

achieve the above request forwarding operation, the user can configure the backend server as follows:

server { 
 
listen 80;  
server_name example.qcloud.com; 
 
location / { 
 
#! customized_conf_begin; 
client_max_body_size 200m; 
rewrite ^/.(.*) https://$host/$1 redirect; 
 
}  
} 

Alternatively, in the new version of nginx, redirect the nginx http page to the https page with 301

redirection method (recommended):

server {  
listen 80; 
server_name example.qcloud.com; 
return 301 https://$server_name$request_uri; 
} 

https://example.com/
https://example.com/
https://example.com/
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server { 
listen 443 ssl; 
server_name example.qcloud.com; 
[....] 
} 
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As Layer-4 cloud load balance (TCP protocol) can directly access the real IP address of the visitor on the

backend CVM, and no additional configuration is required. The following description is only for Layer-7

(HTTP protocol) cloud load balance.

Layer-7 cloud load balance system provides X-Forwarded-For method to obtain the visitor's real IP,

which is enabled by default.

The common options for application server configuration are described below.

1. IIS 6 Configuration Option

1) Install the plugin F5XForwardedFor.dll. Copy  F5XForwardedFor.dll  under the x86\Release or

x64\Release directory to a specific directory according to your own server operating system version, which

is assumed to be  C:\ISAPIFilters  here. In addition, you should ensure that the IIS process has read access

to the directory.

2) Open the IIS manager, find the currently opened site, right-click on the site to select "Properties" and

open the property page.

3) In the property page, go to "ISAPI Filter" and click "Add" button. The "Add" window will appear.

4) In the "Add" window, fill in "F5XForwardedFor" for "Filter Name", and the full path of

 F5XForwardedFor.dll  for "Executable File" and then click OK.

5) Restart IIS server, waiting for the configuration to take effect.

2. IIS 7 Configuration Option

1) Download and install the plugin F5XForwardedFor module. Copy  F5XFFHttpModule.dll  and

 F5XFFHttpModule.ini  under  x86\Release  or  x64\Release  directory to a specific directory according to

your own server operating system version, which is assumed to be  C: \F5XForwardedFor  here. Make sure

that the IIS process has read access to the directory.

2) Select "IIS Server" option, and select the "Module" function.

Obtain Acutual IP for Layer 7 Load
Balancing
Last updated：2018-06-12 17:29:58
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3) Double-click the "Module" function, and click "Configure Local Module".

4) Click the "Register" button in the pop-up box.

5) Add the downloaded DLL file.

6) After the file is added, check it and click "OK".

7) Add these two DLLs to "API and CGI Restrictions" and change their setting to "allow".

8) Restart the IIS server, waiting for the configuration to take effect.

3. Apache Configuration Option

1) Install apache third party module "mod_rpaf"

wget http://stderr.net/apache/rpaf/download/mod_rpaf-0.6.tar.gz 
tar zxvf mod_rpaf-0.6.tar.gz 
cd mod_rpaf-0.6 
/usr/bin/apxs -i -c -n mod_rpaf-2.0.so mod_rpaf-2.0.c 

2) Modify the apache configuration  /etc/httpd/conf/httpd.conf , and add at the end:

LoadModule rpaf_module modules/mod_rpaf-2.0.so 
RPAFenable On 
RPAFsethostname On 
RPAFproxy_ips ip address (this ip address is not the public network ip provided by the cloud load bal
ancer, and the specific ip addresses can be viewed in the apache log. Usually, there are two, both of
which should be added) 
RPAFheader X-Forwarded-For 

3) Restart apache after completing the adding

/usr/sbin/apachectl restart 

4. Nginx Configuration Option

1) As cloud load balancer, Nginx uses http_realip_module to get real ip; since the default installation for

Nginx does not include this module, you need to recompile Nginx to add --with-http_realip_module:

wget http://soft.phpwind.me/top/nginx-1.0.12.tar.gz 
tar zxvf nginx-1.0.12.tar.gz 
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cd nginx-1.0.12 
./configure --user=www --group=www --with-http_stub_status_module --without-http-cache --with-
http_ssl_module --with-http_realip_module 
make 
make install 

2) Modify nginx.conf

vi /etc/nginx/nginx.conf 

Modify the following red parts:

3) Restart nginx

service nginx restart 

   
fastcgi connect_timeout 300; 
fastcgi send_timeout 300; 
fastcgi read_timeout 300; 
fastcgi buffer_size 64k; 
fastcgi buffers 4 64k; 
fastcgi busy_buffers_size 128k; 
fastcgi temp_file_write_size 128k; 
 
set_real_ip_from ip address; (this ip address is not the public network ip provided by the cloud loa
Real_ip_header X-Forwarded-For; 
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 Starting from December 15th, 2016, newly purchased private network-based Cloud Load Balancers under

Virtual Private Cloud (choose private network VPC) will no longer undergo SNAT processing, that is, the

access IP received from server end is the real client IP. To ensure that your business operates properly,

please note the followings:

i. For private network-based CLB newly purchased after 15th, after security group policy is enabled, you

must allow all inbound rules of client IPs to ensure normal access.

i. If necessary, you can switch the existing private network-based CLB to the new one by submitting a

ticket to the after-sales team. After the switching, the access IP acquired from the server side is the

client IP. Your business will not be interrupted during the switching process

SANT and Non-SANT of Private Network
CLB
Last updated：2017-03-24 16:00:18
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Multiple Availability Zones for Cloud Load Balancer

The cloud load balancer (CLB) supports disaster tolerance across availability zones. For example, multiple

clusters are deployed in two availability zone (of one region) in Shenzhen Finance Zone I and II to achieve

disaster tolerance across availability zones in one region. This capability allows the cloud load balancer to

forward the front-end access traffic of one availability zone to other availability zones in the same region

within 10 seconds to restore service capabilities in case of failure of the former available zone

Q & A

Q1: Shenzhen Finance Zone I and II share a cloud load balancer test1. What is the strategy of public

network inbound traffic for the client?

A: There is a pair of IP resource pools at data centers of Shenzhen Zone I and II, which can be

understood as peering IP resources. Developers do not need to distinguish between the master cluster

and the backup cluster, for both of them have equal cloud load capacity. When the developer buys a

cloud load balancer and binds it to the CVM, it generates two sets of rules to write the cluster, and it

has gained high availability.

Q2: Shenzhen Finance Zone I and II share a cloud load balancer test1, whose back-end binds 100 CVMs at

each availability zone of I and II. 1 million HTTP persistent connections (TCP connection not closed) are

established when the business is in operation. If the cloud load balancer clusters in Finance Zone I all

break down at this point, what will happen to the business?

A: When the cloud load balancers in Finance Zone I fail, all persistent connections will be disconnected

and short connections will not be affected. The disaster tolerance system will automatically bind the

100 CVMs in Zone I to the load balancer in Zone II within 10 seconds. The business capability is

immediately restored without manual intervention.

Q3: Which type of CLB is compatible with the capability of "disaster tolerance across availability zones"?

Do I need to pay extra for such capability?

Configure Multiple Availability Zones
Last updated：2017-03-28 10:44:21
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A: This capability is currently free of charge. It is compatible with the application-based CLB and the

public network (with static IP) CLB. It also supports http/https/tcp/udp and other protocols.
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Currently, Cloud Load Balance public network products with static IPs support the binding of A record

and CNAME. Users can access the domain by registering one then adding A record and CNAME record.

1. Domain Name Registration

You can open the Domain Registration Page to query and register domains.

Refer to How to Register a Domain for relevant documents

2. Adding CNAME record

2.1. Enter the Domain Resolution Page

Log in to Tencent Cloud "Console" - "Cloud Services" - "Domain Management" - "Resolution", the

example main domain is qcloudtest.com.

2.2. Add CNAME Record

Click "Add" in "Resolution" page to add CNAME record. Instructions are shown below:

a. Enter the host record as required: 

A host record is domain prefix. Common usage are as follows:

Register Domain Names and Add CNAME
Records
Last updated：2018-08-23 16:06:37

https://cloud.tencent.com/product/dm.html
https://cloud.tencent.com/doc/product/242/3717
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www: resolved domain is www.qcloudtest.com

@: Directly resolve the main domain qcloudtest.com

: Wildcard resolution, matches all other domains .qcloudtest.com

b. For record type, users may choose the CNAME record 

Each record type is shown below:

A Record: address record, which is used to specify IPv4 address of the domain (e.g. 8.8.8.8), if you need

to direct the domain to an IP address, A Record must be added.

CNAME: You need to add CNAME Record if the domain is required to point to another domain which

provides the IP address.

TXT: You can enter anything here, the length limit is 255. Most TXT records are used as SPF records

(anti-spam).

NS: Domain server record. This is needed if you need to deliver the sub-domain to other DNS service

providers for resolution.

AAAA: Used to specify the corresponding IPv6 address (such as ff06:0:0:0:0:0:0:c3) record of the host

name (or domain name).

MX: This is need if you need to set up an e-mail to receive mails.

Explicit URL: Explicit URL record is needed when an address 301 redirects to another address (Note:

Currently DNSPod only supports 301 redirection).

Implicit URL: Similar to explicit URL. The difference is that implicit URL will not change the domain in

the address bar.

SRV: Records which services are provided by certain computers. Format: + dot + . For example: _xmpp-

server._tcp.

c. Line is used to specify users of specific lines to access this IP 

Choose "Default" if the domain provider only provided one IP address or domain 

Common usage:

Default: Must be added, otherwise your website can only be accessed by specially specified lines. If it is

dual-line resolution, it is recommended to enter [China Telecom IP] for [Default] line

China Unicom: Specify server IP for [China Unicom Users]. Other users still access the [Default] one

Search engines: Specify a server IP for web crawlers to capture

d. For CNAME record, mainly enter the domain provided by your domain provider 

Record values of various types are usually like these:

A Record: Enter your server IP, ask your domain provider if you're not sure

CNAME Record: Enter the domain provided by your domain provider. For example: Domain of the LB

instance in cloud load balancer, 1b16c9-0.gz.12345678.clb.myqcloud.com
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MX Record: Enter the IP address of your e-mail server or the domain provided by your enterprise e-mail

provider. Ask your e-mail service provider if you're not sure

TXT Record:　Usually used in anti-spam configurations of enterprise e-mails (such as Google, QQ and

so on)

Explicit URL Record: Enter the URL to redirect to, for example: http://cloud.tencent.com

Implicit URL Record: Enter the URL whose content is to be referenced, for example:

http://cloud.tencent.com

AAAA: Rarely used. IPv6 address to be resolved.

NS Record:　Rarely used. Please do not modify the two NS records added by the system by default. NS

downward authorization. Enter the DNS domain, for example: f1g1ns1.dnspod.net

SRV Record:　Rarely Used Format: , space, , space, , space, . Once the record is generated, it is normal

that a "." will be added at the end. For example: 5 0 5269 xmpp-server.l.google.com.

For the other values, you can use their default. Click "OK" when you've completed the settings.

2.3. View CNAME Record

You can view the added CNAME records in "Resolution" page and perform actions such as modify,

manage.

2.4. Test Resolution Result

To test whether the domain is resolved normally, users can directly access the bound CNAME domain

(such as www.qcloudtest.com mentioned in the example). Note: It will take about 10 minutes for the

http://cloud.tencent.com/
http://cloud.tencent.com/
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resolution to take effect.
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1. How to apply for common certificates

Generate private key locally: openssl genrsa -out privateKey.pem 2048, where privateKey.pem is your

private key file. Please keep it well.

Generate certificate request file: openssl req -new -key privateKey.pem -out server.csr, where server.csr is

your certificate request file which is used to apply for certificate.

Obtain the content of the request file and go to the CA site to apply for the certificate.

2. Certificate format

The format of the certificate to be applied for is a .pem file under Linux environment. Load balancer

does not support the certificates of other formats. For more information, please see "the certificate

format supported by load balancer and conversion method" in this document.

The certificate issued by root CA is unique. Without additional certificates, your configured site will be

considered trusted by the browser and other accessing devices.

The certificate file issued by an intermediate CA can contain multiple certificates. In this case, you need

to manually concatenate the server certificate and intermediate certificates before uploading them.

If your certificate has a certificate chain, convert its content into PEM format, and upload it along with

the certificate content.

Concatenation rule: The server certificate comes first, followed by the intermediate certificate. No blank

line is allowed in between. Note: Generally, a CA provides instructions when issuing certificates. Make

sure to carefully read the instructions.

Here are examples of certificate format and certificate chain format. Confirm that the formats are correct

before uploading:

1. Certificate issued by root CA: Certificate is in the pem format under Linux environment. Example:

SSL Certificate Format
Last updated：2018-06-01 17:16:11
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Rules for certificate:

[--- BEGIN CERTIFICATE ---, --- END CERTIFICATE ---] are the beginning and end, which should be

uploaded with the content.

Each line contains 64 characters, and the last line is limited to 64 characters.

Certificate chain issued by intermediate CA: 

---BEGIN CERTIFICATE--- 

---END CERTIFICATE--- 

---BEGIN CERTIFICATE--- 

---END CERTIFICATE--- 

---BEGIN CERTIFICATE--- 

---END CERTIFICATE---

Rules for certificate chain:

No blank line is allowed between certificates.

Each certificate should comply with the certificate format rules described in Item 1.
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3. RSA private key format

Example:

RSA private key can include all private keys (RSA and DSA), public keys (RSA and DSA), and (x509)

certificates. It stores DER data encoded with Base64 and is enclosed by ASCII header, thus is suitable for

textual transfer between systems.

Rules for RSA private key:

[---BEGIN RSA PRIVATE KEY---, ---END RSA PRIVATE KEY---] are the beginning and end, which should

be uploaded with the content.

Each line contains 64 characters, and the last line can contain less than 64 characters.

If the private key is not generated using the above method or has a format of [--- BEGIN PRIVATE KEY ---,

--- END PRIVATE KEY ---], you can convert the format as follows:

openssl rsa -in old_server_key.pem -out new_server_key.pem 

Then upload the content of new_server_key.pem along with the certificate.

4. How to convert certificate into PEM format
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Load balancer only supports PEM certificates. Any certificate with other format must be converted to PEM

format before being uploaded to load balancer. It is recommended to use openssl tool for the conversion.

Here are some common methods for converting the certificate format to PEM.

4.1. Certificate conversion from DER format to PEM format

DER certificates are generally used on Java platforms.

Certificate conversion:  openssl x509 -inform der -in certificate.cer -out certificate.pem 

Private key conversion:  openssl rsa -inform DER -outform PEM -in privatekey.der -out privatekey.pem 

4.2. Certificate conversion from P7B format to PEM format

P7B certificates are generally used in Windows Server and Tomcat.

Certificate conversion:  openssl pkcs7 -print_certs -in incertificat.p7b -out outcertificate.cer 

Obtain [--- BEGIN CERTIFICATE ---, --- END CERTIFICATE ---] content in outcertificat.cer as a certificate for

upload.

Private key conversion: Private key can be exported from IIS server

4.3. Certificate conversion from PFX format to PEM format

PFX certificates are generally used in Windows Server.

Certificate conversion:  openssl pkcs12 -in certname.pfx -nokeys -out cert.pem 

Private key conversion:  openssl pkcs12 -in certname.pfx -nocerts -out key.pem -nodes 

4.4. Certificate conversion from CER/CRT format to PEM format

You can convert CER/CRT certificates by directly modifying the certificate file extension. For example,

directly rename the certificate file "servertest.crt" to "servertest.pem" to complete the conversion.
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1. Comparative analysis of Cloud Load Balancing Algorithm

1.1. Weighted Round-Robin Scheduling

Principle: Round-Robin Scheduling means dispatching requests to different servers in sequence in a

round-robin approach. By performing i = (i + 1) mod n for each dispatching request, the i server will be

selected. Weighted Round-Robin Scheduling is used to solve problems caused by performance

inconsistency issues between servers. It uses corresponding weight values to represent each server's

performance level and distribute requests to the servers according to these weight values and round-

robin method. Servers with high weight values will receive connections first. They process more

connections than those with low weight values. Servers with the same weight value will process the

same number of connections.

Advantage: This scheduling method is simple and practical. There's no need to record the statuses of

current connections. It's a stateless scheduling method.

Disadvantage: Weighted Round-Robin Scheduling is relatively simple but isn't suitable for situations

where the service time of a request changes a lot, or where each request needs a different time length.

In these cases, this round-robin scheduling will cause imbalanced load distribution among servers.

Applicable Scenario: Back-end service time needed by each request is relatively identical, in which case

load distribution situation would be optimal. This is commonly used for short connection services, such

as HTTP, etc.

Recommendation to Users: If users have known that each request costs basically the same amount of

back-end service time, and that the RS (real server) processes requests of the same type or of similar

types, it is recommended to choose Weighted Round-Robin Scheduling. Weighted Round-Robin

Scheduling is also recommended when the time needed by requests varies little, because this

scheduling method costs little resource, has no need for traversing and is highly efficient.

1.2. Weighted Least-Connection Scheduling

Principle: In practice, each request service from the client may stay at the server for different time

lengths. If a simple round-robin or random balancing scheduling method is used, the numbers of

Algorithms and Weight Configuration
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connection processes on each server may vary greatly as time passes by, which means load balance is

not actually achieved. Weighted Least-Connection Scheduling is a dynamic scheduling method which

estimates a server's load situation according to its current number of active connections. Opposite from

Round-Robin Scheduling, Weighted Least-Connection Scheduling is a dynamic scheduling method

which estimates a server's load situation according to its current number of active connections. The

scheduler needs to record the number of established connections for every server. This number

increases by 1 when a request is dispatched to the server, and decreases by 1 when a connection is

terminated or is timed out. Based on Least-Connection Scheduling, Weighted Least-Connection

Scheduling assigns different weight values to servers based on their processing performance, which

allows the servers to receive a number of service requests according to their weight values. This method

is an improved version of the original Least-Connection Scheduling. 

　　1) Assuming that the weight values for back-end servers are w1, w2...wi, and their numbers of

current connections are c1, c2...ci, the values of ci/wi are calculated in succession, and the RS with the

smallest value will be the next one to which the request will be distributed. 

　　2) If there are RSs with the same ci/wi value, the scheduling will be done using Weighted Round-

Robin Scheduling.

Advantage: This balancing method is suitable for request services that need a long time to process,

such as FTP, etc.

Disadvantage: Due to API restrictions, currently you cannot enable Least-Connection and session

persistence at the same time.

Applicable Scenario: Back-end service time needed by each request varies greatly. This is commonly

used for persistent connection services.

Recommendation to Users: When users need to process different requests and the back-end service

time needed by these requests varies greatly (such as 3ms and 3s), it is recommended to use Weighted

Least-Connection Scheduling to achieve load balance.

1.3. Source Hashing Scheduling (ip_hash)

Principle: Use the source IP address of the request as Hash Key and find the corresponding server from

the statically distributed hash table. The request will be sent to this server if the server is available and

not overloaded, otherwise the response will be empty.

Advantages: ip_hash can achieve similar effects of the session persistence feature by remembering the

source IP, so that requests from a certain client can be constantly mapped to the same RS through the
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hash table. Thus, ip_hash can be used for scheduling in scenarios where session persistence is not

supported.

Recommendation to Users: Hash the source address of the request and dispatch request to a

matching server according to server weight. This will allow all requests from the same client IP to be

constantly dispatched to a certain server. This scheduling method is suitable for TCP protocols for cloud

load balancer without cookie feature.

2. Choosing Load Balance Scheduling Method and
Configuring Weight

According to the new features of the upcoming cloud load balancer, Layer-7 forwarding will support

the Least-Connection balance method. In order to allow RS clusters to undertake business in a stable

manner in different scenarios, we've provided several reference cases regarding how to choose cloud load

balance scheduling method and configure weight.

Scenario 1: 

　　Suppose there are three RSs with the same configuration (CPU/RAM), since they have the same

performance level, the user may configure their weight as 10. Now, each RS has established 100 TCP

connections with clients. Then we add another RS. In this scenario, it is recommended for users to

choose Least-Connection Scheduling, which will quickly distribute load to the fourth RS and lower

pressure on the other three RSs. 　　

Scenario 2: 

　　Suppose a user has just begun to use Cloud Services, and the user website is relatively new and has

low website load, it is recommended for the user to purchase RSs with the same configuration, because

all RSs are identical access layer servers. In this scenario, the user can configure the weight for all RSs as

10 and use Weighted Round-Robin Scheduling to distribute traffic.

Scenario 3: 

　　Suppose a user uses 5 servers to satisfy the access need for a simple static website, and the ratio of

their computing capability is 9:3:3:3:1 (calculated by considering their CPUs and RAMs): In this scenario,

the user can set the weights of these RSs as 90, 30, 30, 30, 10, respectively. Most access requests towards

static websites are short connection requests, thus, by using Weighted Round-Robin Scheduling, the

CLB will distribute requests according to the performance ratio of the RSs.

Scenario 4: 

　　Suppose a user uses 10 RSs to support huge amount of Web access requests, and is not planning to
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purchase additional RSs in order to save cost, and one of the RSs often restarts due to overload: In this

scenario, it is recommended for the user to set up weight based on the performance levels of the RSs

and set a relatively low weight value for the RS whose load is too high. In addition, the user can use

Least-Connection cloud load balance method to distribute requests to RSs which have fewer active

connections, in order to reduce pressure on the overloading RS. 　　

Scenario 5: 

　　Suppose a user uses 3 RSs to process several persistent connection requests, and the ratio of these

servers' computing capability is 3:1:1 (calculated by considering their CPUs and RAMs). In this case, the

server with the best performance processes more requests. To avoid overloading, the user hopes to

distribute new requests to idle servers. In this scenario, the user can use Least-Connection balance

method and lower the weight of the busy server by a certain extent, after which CLB will distribute

requests to RSs with fewer active connections, achieving a balanced load distribution.

Scenario 6: 

　　Suppose a user wishes that requests from subsequent clients can be distributed to the same server.

However, Weighted Round-Robin or Weighted Least-Connection scheduling method cannot guarantee

that requests from the same client will be distributed to the same server. In this scenario, in order to

meet user's demand for specific application servers and ensure "stickiness" or "persistence" of client

sessions, we can use ip_hash balance method to distribute traffic. This method ensures that requests

from the same client are always distributed to the same RS. (Not including situations when there is a

change in the number of servers, or the server becomes unavailable)


