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RAID (Redundant Array of Independent Disks) combines multiple disks to form a disk array in order to

improve data read and write performance and reliability. Meanwhile, the operating system will treat the

disk array as a hard disk to use. RAID has a variety of grades at present. The following will introduce

RAID0, RAID1, RAID01 and RAID10. Depending on the version of RAID, the disk array domains in

enhancing data integration, enhancing fault tolerance, and increasing throughput or capacity compared

with a large hard disk with considerable capacity.

The following is a comparison of different RAID versions:

RAID version RAID0 RAID1 RAID01 RAID10

Features

Data is stored on different disks
in segments. The size of virtual
disk is the sum capacity of the
disks in the array

The data is stored
through image
memory into disks.
The size of virtual
disk depends on the
capacity of the disk
with the smallest one
in the array

First
deal
with
data
through
RAID0,
then
RAID1

First
deal
with
data
through
RAID1,
then
RAID0

Advantages

Read and write can be
synchronized, thus the
theoretical read and write rate
can reach N times faster than a
single disk (N is the number of
disks in RAID0). But in fact, it is
limited by file size, file system
size and other factors

Damage to a single
disk will not lead
data irreversible,
read fast

Take into both
RAID0 and RAID1
advantages

Disadvantages

No data redundancy. If a single
disk is damaged, it is likely to
cause all data lost in the most
serious cases

Disk utilization rate
is minimal and write
speed is limited by
that of a single disk

Costs are relatively
high and it is
essential to use at
least 4 disks

Recommended
Using Scenario

Require a higher level of I/O
performance, and has backed up
data through other means or
there is no need for data backup

Require a high level
of read performance,
and it is essential to
back up the written
data

RAID10 is
recommended
because RAID01 will
cause disks in the
same group

Cloud Hard Disk Performance
Building Up RAID Groups
Last updated：2017-11-24 11:58:50
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unavailable if a
single disk is
corrupted

The following describes how to use four Tencent Cloud elastic cloud disks to build RAID0 array. Linux

kernel provides RAID device which is managed by md module in the bottom level. We can use mdadm

tool to call md module.

Note: Please renew fees for elastic cloud disk about to expire in order to prevent the elastic cloud

disk from being enforced isolation by the system, resulting in impacts on the RAID array.

Installing mdadm (take CentOS as an example)
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Creating RAID0 with mdadm

Note: When creating RAID1, RAID01, and RAID10, it is best to create RAID with partitions of the

same size to avoid wasting disk space.

Using mkfs to Create File System
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Mounting File System

Modifying mdadm Configuration File

Determine UUID of the file system: 

Execute commands below to modify mdadm configuration files:

vi /etc/mdadm.conf 
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It is recommended to write the following configuration for elastic cloud disk:

DEVICE /dev/disk/by-id/virtio-elastic cloud disk 1ID-part1  
DEVICE /dev/disk/by-id/virtio-elastic cloud disk 2ID-part1  
DEVICE /dev/disk/by-id/virtio-elastic cloud disk 3ID-part1  
DEVICE /dev/disk/by-id/virtio-elastic cloud disk 4ID-part1  
ARRAY logical device path metadata = UUID = 

In this case: ARRAY /dev/md0 metadata=1.2 UUID=3c2adec2:14cf1fa7:999c29c5:7d739349
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By creating a logical layer over the hard disk and partition, Logical Volume Manager (LVM) divides the

disk or partition into physical extents (PE) with the same size. Different disks or partitions can be grouped

into the same volume group (VG). A logical volume (LV) can be created on VG, and file system can be

created on LV. The concept of VG can be simply linked with disk, and the concept of LV can be simply

linked with partition. Compared with using the disk partition directly, LVM focus on adjusting the capacity

of the file system elastically:

The file system is no longer limited by the size of the physical disk. Instead, it can be distributed across

multiple disks: For example, you can buy 3 elastic cloud disks with 4TB and use LVM to create an extra-

large file system of nearly 12TB.

You can dynamically adjust the size of LV instead of repartitioning the disk: When the LVM VG space

cannot meet your needs, you can purchase an elastic cloud disk separately and mount it on the

corresponding CVM, and then refer to the instructions below to add it to the LVM VG to expand the

capacity. 

....

The following describes how to use three Tencent Cloud elastic cloud disks to create a file system via LVM

which its size can be adjusted dynamically.

Creating Physical Volume (PV)

Execute the following command to create a physical volume (PV):

pvcreate disk path 1 ... disk path N 

Building Up LVM Logic Volumes
Last updated：2018-06-28 17:22:58



Cloud Hard Disk Performance Product Introduction

©2013-2018 Tencent Cloud. All rights reserved. Page 10 of 13

Execute  pvscan ,  lvmdiskscan ,  pvs ,  pvdisplay physical volume path and other commands to view the

physical volumes in current system:

Creating Volume Group (VG)

Execute the following commands to create a volume group (VG):

vgcreate [-s specifies PE size] volume group name physical volume path 

After the creation is completed, you can add new physical volumes to the volume group with the

 vgextend volume group name new physical volume path  

Use  vgs ,  vgdisplay  and other commands to view volume groups in the current system: 

Creating Logical Volume (LV)

After creating a large volume group, you can start building the logical volume (LV). Execute the following

command to create a logical volume:

lvcreate [-L logical volume size][-n logical volume name] VG name 
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Here, we created an 8G logical volume named "lv_0".

We can find that only PE in vdc has been used by executing  pvs  command: 

Creating File System

Execute the following command to create a file system on an established logical volume:

mkfs 
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Use the  mount  command to mount the file system: 

Dynamically Expand the Size of Logical Volume and File
System

If VG is left with surplus capacity, the LV capacity can be dynamically expanded. Execute the following

command to expand the size of logical volume:

lvextend [-L +/- increase or decrease capacity] logical volume path 

Here, 4G capacity has been expanded for the logical volume named "lv_0".

We can find that vdc has been fully used and 2G has been used for vdd by executing  pvs  command: 

Now, we have only expanded the size of logical volume, and the file system should also be expanded

according to the logical volume before using. Here, we can use  resize2fs  to expand the size of the file

system:
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Now, we can find that the size of lv_0 has been modified to 12G by executing  df  command.


